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Abstract

Supersymmetry (SUSY) is one of the most attractive concepts of the standard model extension. The
lightest SUSY particle (LSP) is a good candidate for dark matter. The pure-wino or -higgsino LSP
scenario is particularly motivated well by the relic density measurement and the pMSSM scan result.
Under these scenarios, the masses of the lightest chargino and neutralino highly degenerate, and the
chargino can have a long lifetime.

This thesis presents the search results for long-lived charginos using a disappearing track comprising
four innermost pixel layer hits in pp collisions at

p
s = 13 TeV with the full Run-2 ATLAS data. In this

analysis, the production of the �̃±1 - �̃0
1 or �̃+1 - �̃�1 pair with an initial state radiation jet (EWK channel) and

the production of a gluino pair with cascade decay into the chargino (strong channel) are considered as
the signal production processes. The search is performed for the pure-wino and -higgsino LSP scenarios
in the electroweak channel and the pure-wino LSP scenario in the strong channel. Unfortunately, no
significant excess existed above the background predictions in both channels; hence, new exclusion
limits at 95% CL were calculated for each signal model. The observed limit in the EWK channel
excluded chargino masses up to 660 GeV/c2 on the theoretical prediction line for the pure-wino LSP
scenario and 210 GeV/c2 for the pure-higgsino LSP scenario. The maximum reach in the strong channel
was 1.4 (1.8 TeV/c2) and 2.1 (2.18 TeV/c2) TeV/c2 on the chargino and gluino masses, respectively,
with ⌧�̃±1 = 0.2 ns (1.0 ns).

The search results are compared to those of other analyses and discussed. Several ideas for improving
sensitivities for future disappearing track searches are also introduced. The expected sensitivity using
various track lengths is shown. Finally, assuming that the long-lived chargino is already discovered, the
chargino mass reconstruction method and its accuracy are explained.
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1 Introduction

What is the universe made of, and how does it work? Answering these questions is an essential task
for elementary particle physics. The higgs boson was discovered on 4 July 2012, and all elementary
particles in the Standard Model (SM) are finally found and the model is completed. However, it is
known that the SM is not perfect because it can not explain some existing phenomena like gravity and
dark matter. Therefore, a new framework beyond the Standard Model (BSM) is necessary, and the
discovery of the BSM particles is an essential key to constructing the framework.

A supersymmetric extension of the SM is one of the most attractive theories for BSM physics. Super-
symmetry (SUSY) is a symmetry between fermions and bosons. It can solve the hierarchy problem,
and it is also known that the gauge coupling constants are unified at the grand unification theory (GUT)
scale with SUSY. Furthermore, the lightest SUSY particle (LSP) can be a candidate for a dark matter
particle. From the observation of the cosmic microwave background (CMB), the relic density of dark
matter has been measured asΩDMh2 = 0.120 [1]. According to the measured relic density, phase spaces
of the pure-bino LSP scenario are largely excluded, while it is predicted that the dark matter mass is
below 3 TeV1 for the pure-wino LSP scenario or below 1 TeV for the pure-higgsino LSP scenario.

The Large Hadron Collider (LHC) is the world’s largest accelerator located at CERN. It is operated
at the center-of-mass energy of 13 TeV in Run-2 (2015-2018). ATLAS experiment is one of the four
major experiments at LHC for precise measurement of the SM and discovery of new physics at TeV
scale. Various new particle searches were performed at the ATLAS experiment, however, there is yet
no sign of new particle after the discovery of the higgs boson. There might be some possible reasons for
the absence of the new signal. One possibility is a lack of center-of-mass energy or statistics of physics
data. It means further effort for the accelerator is required. The other one is somehow overlooked
or uncovered yet due to difficulty in analysis. In general SUSY particles searches, such as gluinos or
squarks so-called strong SUSY, analysis is performed by using high-pT multi-jets and large missing ET

because these processes include multiple quarks and LSPs in the final state. Mass limits for gluinos and
squarks have reached around 2 TeV by inclusive searches. In contrast, a search for winos or higgsinos
so-called electroweak (EWK) SUSY is more difficult because their production cross-section is relatively
small and there is no hard object in the final state. Therefore, a search for EWK SUSY is performed by
using leptons and missing ET in general. However, if the LSP is the pure-wino or the pure-higgsino,
masses of the lightest chargino and neutralino are highly degenerated, and then leptons are suppressed
as decay products. The mass difference and the lifetime are typically about 160 MeV and 0.2 ns for
the pure-wino scenario and about 300 MeV and 0.04 ns for the pure-higgsino scenario. In these cases,

1 In this thesis, the speed of light c = 1 is used. Therefore, both a unit of mass [eV/c2] and a unit of momentum [eV/c] are
expressed as [eV].
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chargino decays after a few cm flights to neutralino and charged pion. The neutralino is observed as a
missing ET and the pion is also unreconstructed due to a large radius production vertex and very low
momentum, the only reconstructed observable in this signal is so-called “disappearing track” due to
the chargino. Although the standard track reconstruction algorithm in the ATLAS assumes a long track
(> 1 m), if the short track of charginos can be reconstructed, an important compressed mass region of
EWK SUSY becomes accessible. In this thesis, the result of the search for long-lived charginos by
using a disappearing track consisting of four innermost pixel layer hits in pp collisions at

√
s = 13 TeV

with the full Run-2 ATLAS data is reported.

In addition to this introductory chapter, this thesis consists of the following chapters. Chapter 2 describes
a brief overview of SM and SUSY and then summarizes the constraint on SUSY particles from collider
experiments. Finally, the motivation for disappearing track analysis and its phenomena are described.
Chapter 3 introduces the LHC and the ATLAS experiment and then describes each detector component.
Chapter 4 summarizes definitions of physics objects used in this analysis. In the ATLAS experiment,
standard tracking reconstructs tracks typically longer than 1 m. Therefore, short track reconstruction
by using only leftover hits after standard tracking with loosening requirements is developed for the
disappearing track analysis. Pixel-track is a key of this analysis and its features and performances
are summarized in Chapter 5. Chapter 6 is the main part of this thesis and the search for long-lived
charginos by using the disappearing track signature with the full Run-2 data is summarized. Chapter
7 discusses the results of this analysis and compares them to other analysis results. Then new ideas
for improvement of the sensitivity are introduced for future search. For the improvement of signal
acceptance, the search with various track lengths should be useful. As a further background reduction,
improvement of momentum resolution by using vertex information and use of dE/dx information are
considered. Furthermore, measurement of the dark matter mass becomes important after the discovery,
so chargino mass reconstruction with two disappearing track signatures is also considered in high
statistics environment. Chapter 8 summarizes the contents and conclusions of this thesis.
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2 Theoretical Overview

This chapter starts with a brief overview of SM and then introduces some SUSY models as a candidate
for the BSM framework. Dark matter plays an important role in the BSM framework, so the results
of current dark matter searches are summarized. Finally, the disappearing track signature which is
motivated by the pure-wino LSP or pure-higgsino LSP scenario is introduced.

2.1 Problems in The Standard Model

The SM is the most basic theoretical framework in the current elementary particle physics. It explains
almost all the experimental results and predicts many phenomena. Figure 1 shows all elementary
particle species in the SM. With the discovery of the higgs boson, all particles appearing in the SM
were found.

However, it is known that the SM is not a perfect theory because the SM does not have solutions to
the following questions. Despite the existence of dark matter that has been proved by observation of
rotational speeds of galaxies, or separation of ordinary matter and dark matter clouds after a collision
of two galaxies, and so on, there is no candidate for dark matter in the SM. Baryon density has been
measured by Planck Collaboration[1] as 4.9 %[3], so the SM can explain only a small fraction of the

Figure 1: Elementary particles in the Standard Model [2]
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universe. The current universe is dominated by matter, not antimatter, but there is no mechanism to
explain the current matter-antimatter asymmetry in the SM. Gravity is well known in classical physics,
but it is not included in the SM. The expansion velocity of the universe is increasing, but the SM can
not explain this acceleration. This vacuum energy which may explain the accelerating expansion of
the universe is so-called "dark energy". While neutrinos are massless particles in the SM, neutrino
oscillation experiments indicate neutrinos havemass. However, it is not easy to explain the observational
result within the framework of the SM.

These facts are only part of aspects in the SM. Therefore, a new framework taken place beyond the SM
is necessary. The next new particle to be discovered should be a BSM particle and it will open a new
paradigm.

2.2 Hierarchy Problem and Supersymmetry

Supersymmetry (SUSY) is a concept introduced to solve multiple problems, especially the hierarchy
problem, in the SM. Figure 2(a) shows the Feynman diagram of one-loop correction to the higgs mass
from a fermion, such as quarks or leptons. The correction from the fermion is given by

∆m2
H, f ' −

|λ f |2
8π2 Λ

2 + O(lnΛ), (1)

where λ f is the Yukawa coupling and Λ is the cut-off energy scale at which the SM becomes not valid.
For quarks, Eq.(1) is multiplied by 3 to account for the color charge degree of freedom. The largest
correction comes from the top quark because the Yukawa coupling is proportional to the fermion mass
and the top quark is the heaviest fermion in the SM. The quantum corrections to the higgs bosonmass are
quadratically divergent withΛ. Hence, at the Planck scaleΛ ∼ 1019 GeV, an extreme fine-tuning would
be necessary between the observed mass of 125 GeV and the correction at an order of 1036 (GeV)2.
This fact is un-natural. Furthermore, this problem is specific to scalar bosons. The quantum corrections
to fermion and gauge boson masses are suppressed by the particle masses themselves and do not have
the quadratic divergence term. However, since the quarks, leptons, and the electroweak gauge bosons
obtain masses from the higgs field, it implies all non-massless particles in the SM are quadratically
sensitive to the Planck scale. This problem is called the hierarchy problem.

One of the simplest solutions is to remove the quadratic divergence term. If there is a complex scalar
particle coupled to the higgs, it also has the loop as shown in Figure 2(b) and contributes the correction
with the opposite sign as

∆m2
H,S ' +

λS

16π2Λ
2 + O(lnΛ). (2)
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“We are, I think, in the right Road of Improvement, for we are making Experiments.”

–Benjamin Franklin

1 Introduction

The Standard Model of high-energy physics, augmented by neutrino masses, provides a remarkably

successful description of presently known phenomena. The experimental frontier has advanced into the

TeV range with no unambiguous hints of additional structure. Still, it seems clear that the Standard

Model is a work in progress and will have to be extended to describe physics at higher energies.

Certainly, a new framework will be required at the reduced Planck scale MP = (8πGNewton)−1/2 =

2.4 × 1018 GeV, where quantum gravitational effects become important. Based only on a proper

respect for the power of Nature to surprise us, it seems nearly as obvious that new physics exists in the

16 orders of magnitude in energy between the presently explored territory near the electroweak scale,

MW , and the Planck scale.

The mere fact that the ratio MP/MW is so huge is already a powerful clue to the character of

physics beyond the Standard Model, because of the infamous “hierarchy problem” [1]. This is not

really a difficulty with the Standard Model itself, but rather a disturbing sensitivity of the Higgs

potential to new physics in almost any imaginable extension of the Standard Model. The electrically

neutral part of the Standard Model Higgs field is a complex scalar H with a classical potential

V = m2
H |H|2 + λ|H|4 . (1.1)

The Standard Model requires a non-vanishing vacuum expectation value (VEV) for H at the minimum

of the potential. This occurs if λ > 0 and m2
H < 0, resulting in 〈H〉 =

√
−m2

H/2λ. We know

experimentally that 〈H〉 is approximately 174 GeV from measurements of the properties of the weak

interactions. The 2012 discovery [2]-[4] of the Higgs boson with a mass near 125 GeV implies that,

assuming the Standard Model is correct as an effective field theory, λ = 0.126 and m2
H = −(92.9 GeV)2.

(These are running MS parameters evaluated at a renormalization scale equal to the top-quark mass,

and include the effects of 2-loop corrections.) The problem is that m2
H receives enormous quantum

corrections from the virtual effects of every particle or other phenomenon that couples, directly or

indirectly, to the Higgs field.

For example, in Figure 1.1a we have a correction to m2
H from a loop containing a Dirac fermion

f with mass mf . If the Higgs field couples to f with a term in the Lagrangian −λfHff , then the

Feynman diagram in Figure 1.1a yields a correction

∆m2
H = − |λf |2

8π2
Λ2

UV + . . . . (1.2)

Here ΛUV is an ultraviolet momentum cutoff used to regulate the loop integral; it should be interpreted

as at least the energy scale at which new physics enters to alter the high-energy behavior of the theory.

H

f

(a)

S

H

(b)
Figure 1.1: One-loop quantum corrections to the Higgs squared mass parameter m2

H , due to (a) a
Dirac fermion f , and (b) a scalar S.
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(b) Scalar loop

Figure 2: Feynman diagrams of 1-loop correction to the higgs mass

So if there are two complex scalars for every fermion in the SM and λS = λ2
f , the quadratic terms

automatically cancel out. This is the main motivation to introduce SUSY which is symmetry relating
between fermions and bosons. An operator that transforms between fermionic and bosonic states is also
introduced as follows :

Q |Fermion〉 = |Boson〉 , Q |Boson〉 = |Fermion〉 , (3)

where Q is complex and anticommuting Weyl spinor. Weyl spinors Qα (α = 1, 2) are left-handed while
their hermitian conjugates Q†α̇ (α̇ = 1, 2) are right-handed. The Qα and Q†α̇ must satisfy the following
relation :

{Qα,Q
†
α̇} = −2σµαα̇Pµ, (4)

whereσµαα̇ = (1, σi) andσi are the Pauli matrices, and Pµ is the four-momentum generator of spacetime
translations [4]. This relation implies the applying SUSY operator twice is equivalent to a spacetime
translation. SUSY merges spacetime and internal symmetries at the level of algebra.

2.3 Minimal Supersymmetric Standard Model

Theoretical models including SUSY have a vast phase space because SUSY itself is just a concept and
does not indicate a specific scenario. In this sub-section, the Minimal Supersymmetric Standard Model
(MSSM) is introduced as a minimal extension model of the SM. The MSSM is based on the gauge
symmetry SU(3)C×SU(2)L×U(1)Y, where C stands for color, L stands for the left-handed chiral group,
and Y stands for hypercharge as in the SM. SUSY partners of gauge bosons are gluino g̃, wino W̃ , and
bino B̃, these are collectively called gauginos. There are also SUSY partners of quarks and leptons
called squarks and sleptons, respectively. As a minimum extension, two higgs doublets are required for
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Figure 6.8: Two-loop renormal-
ization group evolution of the
inverse gauge couplings α−1

a (Q)
in the Standard Model (dashed
lines) and the MSSM (solid
lines). In the MSSM case, the
sparticle masses are treated as
a common threshold varied be-
tween 750 GeV and 2.5 TeV,
and α3(mZ) is varied between
0.117 and 0.120.
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6.5 Renormalization Group equations for the MSSM

In order to translate a set of predictions at an input scale into physically meaningful quantities that

describe physics near the electroweak scale, it is necessary to evolve the gauge couplings, superpotential

parameters, and soft terms using their renormalization group (RG) equations. This ensures that the

loop expansions for calculations of observables will not suffer from very large logarithms.

As a technical aside, some care is required in choosing regularization and renormalization procedures

in supersymmetry. The most popular regularization method for computations of radiative corrections

within the Standard Model is dimensional regularization (DREG), in which the number of spacetime

dimensions is continued to d = 4 − 2ε. Unfortunately, DREG introduces a spurious violation of su-

persymmetry, because it has a mismatch between the numbers of gauge boson degrees of freedom and

the gaugino degrees of freedom off-shell. This mismatch is only 2ε, but can be multiplied by factors

up to 1/εn in an n-loop calculation. In DREG, supersymmetric relations between dimensionless cou-

pling constants (“supersymmetric Ward identities”) are therefore not explicitly respected by radiative

corrections involving the finite parts of one-loop graphs and by the divergent parts of two-loop graphs.

Instead, one may use the slightly different scheme known as regularization by dimensional reduction,

or DRED, which does respect supersymmetry [113]. In the DRED method, all momentum integrals

are still performed in d = 4 − 2ε dimensions, but the vector index µ on the gauge boson fields Aa
µ

now runs over all 4 dimensions to maintain the match with the gaugino degrees of freedom. Running

couplings are then renormalized using DRED with modified minimal subtraction (DR) rather than

the usual DREG with modified minimal subtraction (MS). In particular, the boundary conditions at

the input scale should presumably be applied in a supersymmetry-preserving scheme like DR. One

loop β-functions are always the same in these two schemes, but it is important to realize that the MS

scheme does violate supersymmetry, so that DR is preferred† from that point of view. (The NSVZ

scheme [118] also respects supersymmetry and has some very useful properties, but with a less obvious

connection to calculations of physical observables. It is also possible, but not always very practical, to

†Even the DRED scheme may not provide a supersymmetric regulator, because of either ambiguities or inconsistencies
(depending on the precise method) appearing at five-loop order at the latest [114]. Fortunately, this does not seem to
cause practical difficulties [115, 116]. See also ref. [117] for an interesting proposal that avoids doing violence to the
number of spacetime dimensions.

66

Figure 3: Two-loop renormalization group evolution of the inverse gauge couplings in the SM (dashed lines) and
the MSSM (solid lines) with the masses of the SUSY particles between 750 GeV (blue color) and 2.5 TeV (red
color) [4]

the cancellation of chiral anomalies :

Hu =
*.
,

H+u
H0
u

+/
-
, Hd =

*.
,

H0
d

H−
d

+/
-

(5)

where u and d stand for up and down, and each provides the masses for up-type fermions or down-type
fermions respectively. So the corresponding fermions are called higgsinos. The higgsinos, winos, and
bino are mixed to give the mass eigenstates called the charginos χ̃±1,2 and neutralinos χ̃

0
1,2,3,4, where the

numbers are in ascending order of the masses. To enforce lepton and baryon number conservation, the
new quantum number, the R-parity is defined as :

R = (−1)3(B−L)+2S (6)

where L and B are the lepton and baryon numbers, and S is the spin of the particle. All SM particles
have R = +1, while all SUSY particles have R = −1. Under the conservation of the R-parity, the
SUSY particles are always produced in pairs and their decay products include an odd number of SUSY
particles. Therefore, the lightest SUSY particle (LSP) is absolutely stable and a good candidate for
dark matter. Furthermore, as shown in Figure 3, it is known that the gauge couplings of strong, weak,
and electromagnetic interaction are unified at the GUT scale of 1.5 × 1016 GeV in the MSSM. These
features explain why SUSY scenarios are attractive.
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Figure 4: Production cross-section of SUSY particles at
√

s = 13TeV [5] [6] [7] [8] [9] [10] [11] [12]

2.4 Constraints on SUSY

While various SUSY searches had been performed in collider experiments, especially the ATLAS and
the CMS experiments for the recent, there is no evidence for the signal. Figure 4 shows the production
cross-section of SUSY particles at the LHC. Gluinos and squarks like stops (SUSY partners of top
quarks) so-called strong SUSY have higher cross-sections than wino, higgsino, and sleptons, so-called
electroweak (EWK) SUSY. A search for strong SUSY is performed by using high-pT multi-jets and
large missing ET because these processes include multiple quarks and LSPs in the final state. Figure
5 and Figure 6 show summary plots of the search for gluino-pair and stop-pair production processes,
respectively at the ATLAS. A maximum excluded mass reaches around 2.2 TeV for gluino and 1.2 TeV
for stop with the lightest neutralino mass of O(100)GeV.

In contrast, a search for EWK SUSY is performed by using leptons and missing ET in general with
an assumption of the bino-LSP/wino-NLSP scenario. Figure 7 shows the summary plot of the EWK
gaugino search at the ATLAS in March 2022. The production cross-section is for pure wino. A
maximum excluded mass reach is relatively lower than strong SUSY particles, especially for the LSP
mass and in the compressed mass spectra region which is the upper-left region in the figure. The mass
reach is only about 400 GeV for the LSP mass and about 250 GeV for the compressed region.
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Figure 5: Summary plots of the strong SUSY search in gluino-pair production at the ATLAS. (March 2022) [13]

A search for the wino-LSP or higgsino-LSP scenario needs special treatment because the masses of
the lightest chargino and the lightest neutralino are expected to be highly degenerated, resulting in
suppression of leptons in the decay products. In addition to the low production cross-section, absence
of hard objects in the final state makes it difficult to catch these signals. However, despite the difficulty,
these compressed LSP-NLSP mass scenarios are highly motivated.

Figure 8(a) shows the result of the pMSSM scan and it indicates which type of LSP is favored as
a function of mass. The pMSSM stands for the phenomenological MSSM, and it assumes several
experimental constraints to reduce the number of parameters in MSSM to 19. In the pMSSM, there
is no CP violation in the sparticle sector, there is no flavor changing neutral current, and the first two
generations of sfermions degenerate in mass. The remaining 19 parameters are listed in Table 1. In the
pMSSM scan, these parameters are randomly scanned to reveal uncovered phase spaces. The measured
relic density from the Planck 2015 is overlayed in Figure 8(a), and it indicates the dark matter mass
around 1.3 TeV for the higgsino-LSP and around 2.7 TeV for the wino-LSP scenario. Figure 8(b) shows
the mass difference between the LSP and the NLSP with the constraint of the upper and lower relic
density bounds. From the point of the relic density, the bino-LSP scenario tends to have large relic
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Table 1: Parameters of the pMSSM scan

Parameter Description

tanβ The ratio of two higgs vacuum expectation values
µ Higgsino mass parameter

MA Pseudoscalar higgs boson mass
M1, M2, M3 Mass parameters of bino, wino, and gluino
At , Ab , Aτ Trilinear couplings of the top, bottom, and τ

Mq̃1L , MũR , Md̃R
, MẽL , MẽR Masses of the first/second generation sfermions

Mq̃3L , Mt̃R , Mb̃R
, Mτ̃L , Mτ̃R Masses of the third generation sfermions

densities, and the constraint is satisfied in a special case, so a strong co-annihilation mechanism is
necessary. On the other hand, the wino-LSP or the higgsino-LSP scenarios naturally satisfy the upper
limit of the relic density constraint. Furthermore, most accepted points require small mass splitting.
Therefore a search for the compressed LSP-NLSP mass spectra scenario is important.

2.5 Disappearing Track

Anomaly mediated supersymmetry breaking (AMSB) model is well known as a representative model
of the wino-LSP scenario. If SUSY exists, it must be broken at low energy scale because no SUSY
particles have been observed at the same mass scale of the SM. The AMSB model induces the soft
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FIG. 4: Fractions of neutralino 1 types in our scan after
imposing only the light Higgs mass constraint.

FIG. 5: Neutralino relic density as a function of the neu-
tralino 1 mass, for the di↵erent neutralino types. The
central value of the Planck dark matter density is shown
for comparison.

light Higgs mass to comply with the interval given in
Eq. (15).

In the following, the neutralino 1 (denoted �) will
be said to be bino-/wino-/Higgsino-like if it is com-
posed of 90% of bino-/wino-/Higgsino component, re-
spectively, or mixed state otherwise. In Fig. 4, the
composition of our sample of pMSSM points after im-
posing the light Higgs mass interval is shown. Bino-
like � are the most represented points in our sample,
followed by the winos and Higgsinos, with an almost
equal share of each component. The fraction of mixed
states is negligible.

A. Relic density constraints

We first consider the relic density constraint. The
value of the neutralino relic density is computed with
SuperIso Relic v3.4 [202, 203]. In Fig. 5, the relic den-
sity is shown as a function of the neutralino 1 mass,

FIG. 6: Points respecting both sides of the Planck 2015
relic dark matter density measurement in the mass split-
ting between the neutralino and the next lightest super-
symmetric particle and the neutralino mass parameter
plane.

for the di↵erent types. Bino-like neutralinos 1 have
in general large relic densities, above the Planck mea-
surement. This can be explained by the smaller cou-
plings of the binos with SM particles, which leads to
smaller annihilation cross sections and therefore larger
relic densities. On the other hand, the Higgsino-like
� give smaller relic densities which are close to the
Planck measurements for � masses around 1.3 TeV.
The wino-like � tend to have even smaller relic den-
sities, and the Planck line is naturally reached for
a mass of 2.7 TeV. The line at about 90 GeV in
the figure corresponds to cross section enhancements
through a Z-boson resonance, which lower the relic
density.

Imposing both the upper and lower relic density
bounds generally leads to a selection of scenarios with
co-annihilations, for which the mass splitting of the
neutralino 1 with the next-to-lightest supersymmet-
ric particle is small, or of scenarios where � annihi-
lations are enhanced through a resonance of the Z-
boson or one of the neutral Higgs bosons. This is
demonstrated in Fig. 6. The valid points require in
general small mass splitting, apart from some spread
binos with larger mass splittings, which have a heavy
Higgs boson or Z-boson resonance. For the case of
winos, the small mass splitting is due to a chargino
with a mass very close to the � mass. For the Hig-
gsino case, both the chargino 1 and the neutralino 2
have masses close to the neutralino 1 mass.

As discussed in Section II A, we consider only the
upper bound of the Planck dark matter density in-
terval, which favours light wino- and Higgsino-like �,

(a) Relic density vs the lightest neutralino mass
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for the di↵erent types. Bino-like neutralinos 1 have
in general large relic densities, above the Planck mea-
surement. This can be explained by the smaller cou-
plings of the binos with SM particles, which leads to
smaller annihilation cross sections and therefore larger
relic densities. On the other hand, the Higgsino-like
� give smaller relic densities which are close to the
Planck measurements for � masses around 1.3 TeV.
The wino-like � tend to have even smaller relic den-
sities, and the Planck line is naturally reached for
a mass of 2.7 TeV. The line at about 90 GeV in
the figure corresponds to cross section enhancements
through a Z-boson resonance, which lower the relic
density.

Imposing both the upper and lower relic density
bounds generally leads to a selection of scenarios with
co-annihilations, for which the mass splitting of the
neutralino 1 with the next-to-lightest supersymmet-
ric particle is small, or of scenarios where � annihi-
lations are enhanced through a resonance of the Z-
boson or one of the neutral Higgs bosons. This is
demonstrated in Fig. 6. The valid points require in
general small mass splitting, apart from some spread
binos with larger mass splittings, which have a heavy
Higgs boson or Z-boson resonance. For the case of
winos, the small mass splitting is due to a chargino
with a mass very close to the � mass. For the Hig-
gsino case, both the chargino 1 and the neutralino 2
have masses close to the neutralino 1 mass.

As discussed in Section II A, we consider only the
upper bound of the Planck dark matter density in-
terval, which favours light wino- and Higgsino-like �,

(b) Mass splitting vs the lightest neutralino mass with the constraint
of the relic density measured by the Planck 2015

Figure 8: Results of the pMSSM scan. [14]
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Fig. 1. One-loop diagrams contributing to the functions Σ
(1)
M,K in Eq. (5).

Fig. 2. Two-loop diagrams contributing to the functions Σ
(2)
M,K in Eq. (5). Diagram (a) includes the SM fermion loops, while (b) includes the wino loop. Diagram (c) includes

the Faddeev–Popov ghost loop, and (d)–(f) includes the SM Higgs loop.

mass scale, mW ,Z the physical W and Z boson masses, mχ̃0 the
physical neutral wino mass. It should be noted that the one-loop
relations are precise enough for the two-loop estimation of the
wino mass splitting, since the leading mass splitting starts at the
one-loop level.

The top quark and the Higgs boson appear only at the two-
loop calculation of the mass splitting. Thus, the MS variables m̂t
and m̂h may be replaced with their physical masses mt and mh
at this level of precision. As for the top quark mass, however, we
use the MS top mass at the one-loop level for m̂t .4 As we will
see, the Q dependence of the mass splitting at the two-loop level
comes mainly from those of the top mass m̂t . We set, on the other
hand, m̂h = mh since the running of the Higgs mass does not cause
significant effects on the splitting.

Once we obtain the input parameters, α̂, m̂W , and m̂Z from
Eqs. (6)–(8), we can calculate ĝ , ĝ′ using tree-level relations. In
deriving the one-loop relations in Eqs. (6)–(9), we also obtain
the counter-terms to subtract ultra-violet (UV) divergences. These
counter-terms play important roles to calculate Σ

(2)
K ,M , as will be

discussed later.

4 The finite renormalization effect connecting between m̂t (MS mass) and mt
(pole mass) is the same as those in the SM, because the scalar top quarks are heavy
and decoupled.

2.1.3. The mass splitting at one-loop level
The one-loop result of the mass splitting between neural and

charged winos is well known [25–27] and used in the earlier liter-
ature. The loop diagrams of the winos and gauge bosons shown in
Fig. 1 lead to the functions Σ

(1)
K ,M . With the use of the formula in

Eq. (5) and the self-energies Σ
(1)
K ,M given in Appendix B, the mass

splitting δm = mχ̃± − mχ̃0 at the one-loop level is given by

δm = −M̂2Σ
(1)
K ,±

(
M̂2

2
)
− Σ

(1)
M,±

(
M̂2

2
)
+ M̂2Σ

(1)
K ,0

(
M̂2

2
)
+ Σ

(1)
M,0

(
M̂2

2
)

=
(

ĝ2M̂2/8π2)[ f
(
m̂2

W /M̂2
2
)
− ĉ2

W f
(
m̂2

Z /M̂2
2
)]

, (10)

where the function f (z) is defined as f (z) =
∫ 1

0 dx (1 + x) log[1 +
z(1 − x)/x2]. In the heavy wino limit, M̂2 # m̂Z ,W , the mass split-
ting is reduced to

δm $ ĝ2

8π

(
m̂W − ĉ2

W m̂Z
)
, (11)

which is about 160–170 MeV.

2.1.4. The mass splitting at two-loop level (strategy)
The two-loop self-energies, Σ

(2)
K ,M(M̂2

2), are obtained from the
two-loop diagrams (Fig. 2) and from the diagrams including
counter-terms which cancel the one-loop UV divergences (Fig. 3).

Figure 9: One-loop diagrams contributing the masses of wino-like chargino and neutralino

mass parameters for the observable sector from the superconformal anomaly. However, in the simplest
AMSB model, the sleptons have negative squared masses. To avoid tachyonic sleptons, a square of
a common scalar mass parameter m2

0 is added to all squared scalar masses. This scenario is called
the minimal AMSB (mAMSB) and is characterized by four parameters: the gravitino mass (m3/2), the
common scalar mass (m0), the tan β, and the sign of the higgsino mass term sign(µ). The gaugino
masses are proportional to the m3/2 as :

Mi =
big2

i

16π2 m3/2, (7)

where gi is the coupling constant and bi is the beta function in the MSSM for the corresponding gauge
group U(1), SU(2), and SU(3). The coefficients are (b1, b2, b3) = ( 33

5 , 1, -3), and the ratios of the
gaugino masses are (M1 : M2 : M3) = (3:1:7) at NLO. In this thesis, the wino is assumed as LSP in
the mAMSB model because the wino is LSP over most of the MSSM parameter spaces. The tree-level
mass splitting between the lightest chargino and the lightest neutralino with |µ| � M1, M2,mW is highly
suppressed, while the dominant contribution comes from the one-loop correction involving EWK gauge
bosons as shown in Figure 9. Figure 10 shows the mass splitting at the two-loop level as a function
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Table 1
Experimental and theoretical errors in the evaluation on δm at two-loop level.

Type of error Estimate of the error Impact on δm

α̂SM(mZ ) experimental uncertainty in α̂SM(mZ ) ±0.018 MeV
mW experimental uncertainty in mW ±0.019 MeV
mZ experimental uncertainty in mZ ±0.001 MeV
m̂t experimental uncertainty in m̂t ±0.081 MeV
mh experimental uncertainty in mh ±0.002 MeV
Experiment Total combined in quadrature ±0.085 MeV

choice for Q QCD and top Yukawa at one-loop by Eq. (14) ±(0.3–0.4) MeV
three-loop naive estimation by Eq. (15) ±0.033 MeV
Theory Total combined in quadrature ±(0.3–0.4) MeV

Total Total combined in quadrature ±(0.31–0.41) MeV

Fig. 5. The wino mass splitting δm as a function of mχ̃0 . The dark green band shows
δm at the one-loop level which is evaluated by Eq. (10) with uncertainty induced
by Q dependence, and the red band shows δm at two-loop which is evaluated by
Eq. (5) in MS scheme. The light green band shows the uncertainty for one-loop
result evaluated by Eq. (16). The uncertainties for the two-loop result induced by
the SM input parameters and the non-logarithmic corrections are negligible (see
Table 1). An arrow shows the result of Ref. [29], which is given by δm = 164.4 MeV
for mh = 125 GeV and mt = 163.3 GeV. (For interpretation of the references to color
in this figure legend, the reader is referred to the web version of this Letter.)

where α2 = g2/4π . Here, we have multiplied a factor of π which
is expected to accompany the non-decoupling effects at M2 ! mt .6

The experimental errors of the input parameters also lead to
uncertainties of the mass splitting. As we summarize in Table 1,
however, the effects of the experimental errors are relatively small
compared to the theoretical errors. As a result, we find that the
uncertainty on δm is dominated by the three loop logarithmic cor-
rections, i.e. the renormalization scale dependence.

In Fig. 5, we show the mass splitting between the neutral and
the charged winos as a function of the neutral wino mass. The fig-
ure shows that the two-loop contributions reduce the mass split-
ting by a few MeV compared to the central value of the one-loop
result. For mχ̃ = O(1) TeV, we find two-loop contribution is about
−2.8 MeV, which can be understood as non-decoupling effect. We
can see that numerical value of mass splitting at two-loop level
is consistent with the result of Ref. [29]. For mχ̃ # 100 GeV, two-
loop contribution is about −3.5 MeV. Then, we can see decoupling
effect also diminishes wino mass splitting if wino mass is small,
although this effect is smaller than non-decoupling effect. We also
show the theoretical and experimental uncertainties as green/red
bands. As a result, we find that the uncertainties are significantly

6 We have confirmed that the naive estimation of the two-loop contribution,

∆2-loopδm =
(

α2

4π

)2

πmt # 3.9 MeV, (16)

gives a fair estimation of our two-loop numerical results.

reduced by the two-loop analysis. By numerical calculation, we
have also confirmed that the limit mW ,Z $ mχ̃ , our result repro-
duces the one in Ref. [29] at this level of precision in the heavy
wino limit, M2 ! mZ .

For the sake of readers, we give a fitting function of the central
value of the two-loop result for Q = m̂t ,

δm
1 MeV

= −413.315 + 305.383
(

log
mχ̃0

1 GeV

)

− 60.8831
(

log
mχ̃0

1 GeV

)2

+ 5.41948
(

log
mχ̃0

1 GeV

)3

− 0.181509
(

log
mχ̃0

1 GeV

)4

(17)

for the central values of the SM input parameters. Deviation of
the above fitting function from our two-loop result is smaller than
0.02% for the wino mass being 100–4000 GeV.

2.2. SUSY contributions

Before closing this section, let us evaluate the contributions to
the mass splitting from the diagrams including the heavy SUSY
particles in the tens to hundreds TeV range. Since the winos cou-
ple to the other gauginos (bino and gluinos) only through the
exchange of those heavy particles, all the SUSY contributions to
the wino masses can be expressed by the higher-dimensional op-
erators suppressed by the heavy masses. At a first glance, a five-
dimensional operator,

L5 = 1
Λ

εabcχ̃
aχ̃b(H†τ c H

)
, (18)

with H being the light Higgs boson and Λ = O(10–100) TeV the
scale of the heavy SUSY particles seems to break the custodial
symmetry and contribute to the mass splitting. Here, the super-
scripts a, b and c denote the indices of the adjoint representation
of SU(2)L . This operator, however, vanishes because of the Majo-
rana nature of the winos, χ̃aχ̃b = χ̃bχ̃a . Another dimension-five
operator

L5 = 1
Λ

χ̃a(H†τ a H
)
b̃, (19)

with b̃ being the bino, on the other hand, contributes to the mass
splitting of O(v4/Λ2M1) through the neutralino mass matrix. In-
cidentally, the tree-level mass splitting due to the Higgsino mixing
in Eq. (2) can be regarded as one of the contributions of this type
with Λ ∼ µ. As a result, we find that the contributions from the
dimension-five operators are negligibly small as we have seen in
Eq. (2).

Figure 10: Mass splitting of wino-like chargino and neutralino at two-loop level [15]
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detector of the type planned by CDF for run II.2 This detec-
tor will have layers at r;11, 8.5, 7, 4.5, 3, and 1.6 cm ~this
latter being the L00 layer! @5#. For mp,Dm x̃1

,160 MeV,
ct.7 cm, implying that a x̃1

2 or x̃1
1 produced with low

rapidity will typically pass through 4 or more layers of the
vertex detector before decaying ~for ^b&*0.7!. This is prob-
ably sufficient to recognize the x̃1

6 track as being clearly
heavily ionizing. For 160 MeV,Dm x̃1

,190 MeV, 7 cm
.ct.3 cm and the x̃1

6 will typically pass through at least
two layers. Even though these layers would register passage
of a heavily-ionizing object, this alone might not be enough
to clearly identify an unusual event. However, the x̃1

6 track
will end ~which possibly helps to distinguish it from longer
tracks, etc., that happen to have large deposits in the inner
few layers! and emit a single charged pion. The single pion
will typically have transverse momentum of order its mo-
mentum, pp;ADm x̃1

2 2mp
2 , in the x̃1

6 rest frame. For 160

MeV,Dm x̃1
,190 MeV, pp;77–130 MeV. The corre-

sponding impact parameter resolution ~taking pp
T;pp), b res

;300–700 mm ~these are the 1s values from Fig. 2.2 of @5#
when L00 is included!, is much smaller than the actual im-
pact parameter (;ct.3 cm!. Perhaps the combination of a
track that produces large deposits in a few layers and then
ends with the emission of such a pion will be sufficient to
pick out this type of event when combined with an appropri-
ate trigger. For Dm x̃1

.230 MeV, ct,1.6 cm and the x̃1
6

will not even pass through the innermost layer unless it has a
very large b. However, pp.180 MeV and the impact pa-
rameter resolution for the single emitted pion moves into the
,150 mm range. For example, if Dm x̃1

5240, 300, 500,
1000 MeV, ct;1.2, 0.37, 0.09, 0.007 cm while pp;195,
265, 480, 990 MeV yields 1s impact parameter resolutions
of ;120, 90, 50, 25 mm. For Dm x̃1

,1 GeV, we have
ct/b res.3. We think it is possible that an event defined by
an appropriate trigger and the presence of one or more high-b
charged pions would be quite distinctive. It seems probable
that directly triggering on e1e2!x̃1

1x̃1
2 production using

just these vertex detector tracks would be highly problemati-
cal. However, for mp,Dm x̃1

,1 GeV, e1e2!gx̃1
1x̃1

2

would produce an event with an energetic photon and sub-
stantial missing energy in association with either heavily-
ionizing vertex detector tracks or charged pions with clearly
nonzero impact parameter. We are hopeful that such events
would prove to be essentially background free. As long as
efficiencies for singling out such events are not very small ~a
detailed study is required!, rates at the NLC would be ad-
equate for discovery for m x̃1

6 up to near As/2. In fact,

2The vertex detector for the Next Linear Collider ~NLC! could be
built with similar characteristics. For example, Ref. @3# discusses a
3–5 layer charge-coupled device vertex detector beginning no fur-
ther out than 2 cm. Calculated backgrounds at 2 cm are described as
‘‘sufficiently low for efficient vertexing,’’ but do depend upon de-
tails of the interaction region design. Apparently @4#, a layer close
to r51 cm is being studied. The SLD vertex detector has an inner-
most layer at r52.5 cm. However, the innermost layers of the ver-
tex detectors at LEP are at 6.3 cm. Thus, the LEP detectors have
less ability to see direct evidence for a short heavily-ionizing track
for the ct range being considered. But their impact parameter reso-
lution for single tracks is still very good.

FIG. 1. In ~a!, we show the lifetime of x̃1
2 for the case M 1.M 2!umu. Dm x̃1

is the chargino-neutralino mass difference. In ~b!, we give
the corresponding branching ratios of x̃1

2 . For Dm x̃1
<1.5 GeV, the branching ratio for ‘‘hadronic’’ decays is computed as the sum of the

branching ratios for 1, 2, and 3 pion final states, while for larger mass splittings the parton model result has been used.
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Figure 11: Lifetime and branching ratio of the lightest chargino [16]

of the LSP mass, and it is almost flat around 160 MeV. It is expected that the mass difference becomes
the maximum at 164 MeV. The phenomenology of the chargino with compressed mass spectra is
summarized in Figure 11(a) and Figure 11(b), a lifetime and branching ratio of the lightest chargino as a
function of ∆mχ̃1 (= mχ̃±1 −mχ̃0

1
) respectively. At the ∆mχ̃1 = 160 MeV, the chargino has a considerably

long lifetime (τχ̃±1 ∼ 0.2ns) and the dominant decay process is χ̃±1 → χ̃0
1π
±. The decay width into the

charged pion is given as :

Γ

(
χ̃±1 → χ̃0

1π
±
)
=

2G2
F

π
cos2 θc f 2

π∆m3
χ̃1

*
,
1 − m2

π

∆m2
χ̃1

+
-

1
2

, (8)

where GF , θc, fπ and mπ are the Fermi coupling constant, the Cabibbo angle, the pion decay constant
(' 130 MeV) and the pion mass respectively. The corresponding decay lifetime in terms of the cτ-value
is

cτ[mm] ∼ 31 ×


(
∆mχ̃1

164MeV

)3
√√

1 − m2
π

∆m2
χ̃1



−1

. (9)

For example, in the case of ∆mχ̃1 = 164 MeV and mπ = 140 MeV, the cτ becomes about 60 mm. As a
result, chargino decays after a few cmflights to neutralino and charged pion so that a fraction of charginos
leave hits on tracking detectors at collider experiments. If these short tracks of the charginos can be
detected, an important compressed mass region of EWK SUSY becomes accessible. The neutralino
is un-detectable and the pion is also un-reconstructed due to a large radius production vertex and very
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Figure 12: Disappearing track signature at the ATLAS detector [17]

low momentum, so the short track of the chargino seems to be disappeared. Hence, this signature is
called a disappearing track or kinked track. Figure 12 shows a typical disappearing track signature in
the ATLAS experiment.

The higgsino-LSP scenario is also motivated by naturalness. Because SUSY is introduced to solve the
hierarchy problem, the masses of the SUSY particles with the closest ties to the higgs field should be
small. This principle is called naturalness. In natural SUSY, the higgsinos should not be too heavy
because their mass is controlled by the parameter µ. The stop and gluino also should not be too heavy
because these are contributing to m2

Hu
at one-loop and two-loop order respectively. The properties of

charginos and neutralinos in the higgsino-LSP scenario are almost the same as in the wino-LSP scenario

J
H
E
P
0
1
(
2
0
1
5
)
0
2
9

Figure 1. The radiative corrections to the neutral-charged Higgsino mass difference ∆m+|rad as
a function of the Higgsino mass parameter |µ|. Red band represents uncertainty coming from the
higher-loop contribution.

3 Renormalization of higher dimensional operators

The dimension-five effective operators discussed above are induced by the Bino and Wino

exchanging processes at the gaugino mass scale. Let us evaluate the matching conditions.

First, we present our convention for the definition of the gaugino masses and the gaugino-

Higgsino-Higgs couplings. The gaugino mass terms are defined by

Lgaugino mass = −M1

2
B̃B̃ − M2

2
W̃ aW̃ a + h.c. , (3.1)

where B̃ and W̃ a represent Bino and Wino, respectively, with a being the SU(2)L ad-

joint index. Relevant Yukawa interactions of the Higgs boson, Higgsinos and gauginos are

given by

Lint =− 1√
2
{g1uH†H̃u + g1dε

αβ(H)α(H̃d)β}B̃

− 1√
2
{g2uH†σaH̃u − g2dε

αβ(H)α(σ
aH̃d)β}W̃ a + h.c. , (3.2)

where σa are the Pauli matrices, and the above couplings at leading order are given as

g1u = g′ sinβ, g1d = g′ cosβ ,

g2u = g sinβ, g2d = g cosβ , (3.3)

at the SUSY breaking scale. Here, g′ is the U(1)Y gauge coupling constant, and tanβ ≡
〈H0

u〉/〈H0
d〉. Then, by integrating out the gauginos, we obtain the matching conditions for

– 7 –

Figure 13: Mass splitting of higgsino-like chargino and neutralino at one-loop level [18]
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(a) pp→ χ̃±1 χ̃
0
1 j

(b) pp→ χ̃+1 χ̃
−
1 j

Figure 14: Feynman diagrams of direct EWK production processes.

except for the mass difference and the lifetime.

Figure 13 shows the mass difference as a function of the higgsino mass parameter |µ|. The mass
difference is around 340 MeV, and it is slightly higher than the wino-LSP scenario. Therefore, the
lifetime of the chargino is shorter than the wino-LSP scenario as follows :

cτ[mm] ∼ 7 ×


(
∆mχ̃1

340MeV

)3
√√

1 − m2
π

∆m2
χ̃1



−1

, (10)

Due to the short path length, detection of the higgsino-like chargino is much more difficult.

Figure 14 shows the production processes of the χ̃±1 − χ̃0
1 or χ̃

+
1 − χ̃−1 pair. These are produced directly

via electroweak boson. In this analysis, Initial State Radiation (ISR) jet is required to trigger events
by missing ET. Without this jet, missing ET from the χ̃0

1 is balanced and the signal events can not be
triggered.

Gluino pair production with cascade decay into the chargino is also considered for the wino-LSP
scenario because the production cross-section is larger than direct EWK production. Figure 15 shows
Feynman diagrams. In this production, multiple quarks are included in a final state, so it is relatively
easy to trigger events.
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Figure 15: Feynman diagrams of gluino pair production
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Figure 16: The constraint on the τχ̃±1 –mχ̃±1 space from the previous disappearing track search at the ATLAS [17].
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Figure 17: Summary of higgsino searches at the ATLAS (May 2020) [19]

The previous disappearing track search at the ATLAS was performed by using the four-layer tracks with
36.1 fb−1 at

√
s = 13 TeV. Figure 16 shows the result of the previous search for the EWK wino and

Figure 17 shows the summary of the higgsino search at the ATLAS. The disappearing track analysis
improved the limit of the pure higgsino for the first time in 20 years since the LEP experiment. Figure 18
shows the result of the previous search for the strong channel. Compared to the general SUSY search,
there is an advantage to searching for the diagonal region where the activity of jets is soft.
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Figure 18: Results of the previous disappearing track search in strong channel [17]
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3 LHC and ATLAS detector

ATLAS experiment is one of the four major experiments at LHC. The purposes of ATLAS experiment
are precise tests of the standard model and discovery of new physics. In this section, the introduction of
LHC is described at first and followed by an overview of the ATLAS detector, and the details of each
detector component are described.

3.1 Large Hadron Collider

The Large Hadron Collider (LHC) is the highest energetic particle collider in the world with a circum-
ference of 27 km. It is constructed at 100 m underground of CERN, the European Organization for
Nuclear Research, near Geneva in Switzerland. Figure 19 shows the composition of accelerator rings
at CERN. The LHC ring is the latest and the largest ring colored with a grey line, and other rings are
used as a pre-accelerator or as a beam source for experiments at lower energies. Although the LHC is
designed to accelerate protons or heavy ions such as Pb ions, the only proton beam is considered in this
paper.

A seed of a proton beam is produced by stripping electrons from hydrogen gas with a duoplasmatron.
These protons are extracted by the electric field to a radio frequency quadrupole which provides a
transverse focusing of the beam and acceleration, and sent to the linear accelerator (LINAC22) and
accelerated up to 50 MeV. Then protons are sequentially accelerated by the Proton Synchrotron Booster
(PSB) to 1.4 GeV, by the Proton Synchrotron (PS) to 25 GeV, and by the Super Proton Synchrotron
(SPS) to 450 GeV, and finally transferred to the LHC. The LHC has two beam pipes and accelerates
protons up to 6.5 TeV for each at Run-2, resulting in a 13 TeV collision.

The LHC repeats a shutdown as a detector upgrade period and a physics run alternately. The past and
the post schedule of the LHC and the basic properties for each run are summarized in Table 2[20]. The
Higgs boson was discovered at 2012 with Run-1 data by both the ATLAS and the CMS experiments.
The main analysis in this thesis is performed by using full Run-2 dataset. In the future, it is planned to
collect the total integrated luminosity of 3000 fb−1 at

√
s = 14 TeV by the run called high-luminosity

LHC (HL-LHC).

2 LINAC2 has been replaced by the new linear accelerator, LINAC4 which can accelerate protons to 160 MeV, in 2020.
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Figure 19: Composition of accelerator rings at CERN

Parameter Design Run-1 Run-2 Run-3 HL-LHC
Data taking year 2010 - 2012 2015 - 2018 2022 - 2025 2029 - 2040
Energy [TeV] 14 7/8 13 13.6 14

Integrated luminosity [fb−1] 5/21 140 300 3000
Bunch spacing [ns] 25 50 25 25 25

# of protons per bunch [1011] 1.15 1.6 1.2 1.8 2.2
# of bunches per proton beam 2800 1400 2500 2800 2800
Transverse emittance µm 3.5 2.2 2.2 2.5 2.5

β∗[cm] 55 80 25 25 15
Peak luminosity [1034cm−2s−1] 1.0 0.8 2.1 2.0 5.0

Peak pileup 25 45 60 55 150

Table 2: Summary of the LHC properties. The numbers of Run-3 and HL-LHC are expected values.

24



3.2 ATLAS detector

The layout of the ATLAS detector is shown in figure 20. The ATLAS detector consists of an inner
detector, electromagnetic and hadron calorimeters, muon detectors and magnets. The details of each
detector are described in the following sub-sections. The proton-proton collisions occur in the center
of the detector, so the ATLAS detector covers almost full range in solid angle. The ATLAS detector is
forward-backward symmetric around the interaction point and composed of the barrel region and the
end-cap regions. Detectors are aligned cylindrically around the beam axis in the barrel region, while
aligned perpendicular to the beam axis in the end-cap regions.

Figure 20: The overview of the ATLAS detector [21]

3.2.1 Coordinate System

Figure 21 shows the coordinate system of the ATLAS experiment. The origin of the global coordinate
is the center of the detector. The direction of the positive x-axis is pointing towards the center of the
LHC-ring and the positive y-axis is pointing upwards. The z-axis is along with the beam pipe, and the
positive z-axis side is called side A and the negative z-axis side is called side C. The azimuthal angle is
measured from the x-axis in the x-y plane. The pseudorapidity defined as η = − ln tan(θ/2), where θ is
the polar angle from the positive z-axis, is used to describe the angle of a particle relative to the beam
axis. Angular distance is defined as ∆R =

√
(∆η)2 + (∆φ)2 and used to calculate closeness between

objects. A cylindrical coordinate system (r, φ) is used in the x-y plane. Transverse momentum and
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energy are defined as pT = p sin θ and ET = E sin θ, respectively. The closest point in the transverse
plane on a track from the origin is used to calculate the impact parameter in the transverse plane d0, in
the longitudinal plane z0, and other track parameters. The impact parameters are often referring to the
primary vertex instead of the origin. In this case, impact parameters are referred as dPV

0 and zPV0 in this
thesis.

Figure 21: The coordinate system of the ATLAS

3.2.2 Magnet System

The ATLAS magnet system consists of four large superconducting magnets: central solenoid, barrel
toroid, and two end-cap toroids. Figure 22 shows the layout of the magnet system. The central solenoid
covers the inner detector and provides a uniform 2 Tmagnetic field for momentummeasurement. Figure
23 showsmeasured axial and radial magnetic fields at several radii as a function of z in the inner detector.
The purpose of toroid magnets is to determine muon momentum with high precision. The barrel toroid
covers |η | < 1.4 and the end-cap toroids cover 1.6 < |η | < 2.7. The region in 1.4 < |η | < 1.6 is
the transition region and affected by both barrel and end-cap fields. The magnetic field of the toroid
system is not uniform, so the bending power is characterized by the integrated magnetic field

∫
B · dl.

Figure 24 shows the predicted field integral as a function of |η | between the innermost and outermost
muon chambers. Depend on the radius and azimuth angle, the field varies from 0.15 T to 2.5 T with an
average value of 0.5 T in the barrel region, and from 0.2 T to 3.5 T in the end-cap region.

3.2.3 Luminosity Detector

The per-bunch instantaneous luminosity can be expressed as

Lb = fLHC
µ

σinel
= fLHC

µvis

σvis (11)
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Figure 22: Magnet system [22]

where fLHC is the LHC revolution frequency, σinel is the total inelastic cross-section, µ is the average
number of inelastic interactions per bunch crossing, σvis and µvis are the visible cross-section and the
visible number of interactions respectively. ATLAS has a dedicated luminosity detector to measure
bunch-by-bunch µvis called LUCID(LUminosity Cherenkov Integrating Detector)-2 in Run-2. LUCID-
2 is placed symmetrically around the beam pipe at 17 m from the interaction point and covering both
side-A and side-C in 5.6 < |η | < 6.0. It consists of 20+20 photomultipliers with quartz windows or
fibers as the Cherenkov medium. The absolute luminosity calibration, which is corresponding to the
measurement of σvis, is performed by the van der Meer (vdM) scan [24] only a few times per year in
a low-µ environment. During the vdM scan, the beams are separated from the nominal collision point
alternately vertically and horizontally, and interaction rates are measured as a function of beam shift.
Then the vdM result is transferred to a high-µ environment.
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Figure 2.9: R- and z-dependence of the radial
(Br) and axial (Bz) magnetic field components
in the inner detector cavity, at fixed azimuth.
The symbols denote the measured axial and ra-
dial field components and the lines are the re-
sult of the fit described in section 2.2.4.

Figure 2.10: Predicted field integral as a func-
tion of |h | from the innermost to the outermost
MDT layer in one toroid octant, for infinite-
momentum muons. The curves correspond to
the azimuthal angles f = 0 (red) and f = p/8
(black).

A number of large magnetisable components, shown schematically in figure 2.11, distort
the Biot-Savart field at different levels. Although amenable to experimental spot-checks (sec-
tion 2.2.5), such perturbations can only be determined using field simulations.

The highly anisotropic structure of the tile calorimeter cannot be satisfactorily modelled us-
ing only a scalar permeability and an effective steel-packing factor: a formalism incorporating a
magnetic permeability tensor, as well as a more sophisticated treatment of magnetic discontinu-
ities at material boundaries, is called for. The problem is compounded by the superposition of the
solenoid and toroid fields in the partially-saturated flux-return girder and in the tile calorimeter it-
self. A novel approach to magnetic-field modelling in such structures has therefore been developed
and implemented in the B-field simulation package ATLM [29]. This package, which incorporates
a careful description of the toroid and solenoid conductors as well as a detailed mathematical model
of the tile calorimeter, is used both to compute the Biot-Savart field by numerical integration (as
described above), and to predict, by a finite-element method, the field distortions caused by the
tile calorimeter, the flux-return girder and the shielding disk in both the ID cavity and the muon
spectrometer. Altogether, these distortions affect the field integral in the muon spectrometer by up
to 4%, depending on |h | and f ; in addition, they induce, at the level of the inner MDT layers, local
field distortions of up to |DB| ⇠ 0.2 T.

A few discrete magnetic structures, either inside the muon spectrometer or close to its outer
layers, induce additional, localised magnetic perturbations. Their impact has been evaluated using
the 3D finite-element magnetostatics package TOSCA [30]. The largest perturbations are caused
by the air pads, jacks and traction cylinders which allow the calorimeters, the shielding disks, and
the end-cap toroids to slide along the rails. These affect primarily the field distribution across
the innermost MDT chambers in the lowest barrel sectors (BIL and BIS in sectors 12 to 14, see
figures 2.11 and 6.1), and in addition impact the field integral at the level of up to 10% over small
islands in h �f space.
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Figure 23: Magnetic field of the solenoid in the
inner detector [23]
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Figure 2.9: R- and z-dependence of the radial
(Br) and axial (Bz) magnetic field components
in the inner detector cavity, at fixed azimuth.
The symbols denote the measured axial and ra-
dial field components and the lines are the re-
sult of the fit described in section 2.2.4.

Figure 2.10: Predicted field integral as a func-
tion of |h | from the innermost to the outermost
MDT layer in one toroid octant, for infinite-
momentum muons. The curves correspond to
the azimuthal angles f = 0 (red) and f = p/8
(black).

A number of large magnetisable components, shown schematically in figure 2.11, distort
the Biot-Savart field at different levels. Although amenable to experimental spot-checks (sec-
tion 2.2.5), such perturbations can only be determined using field simulations.

The highly anisotropic structure of the tile calorimeter cannot be satisfactorily modelled us-
ing only a scalar permeability and an effective steel-packing factor: a formalism incorporating a
magnetic permeability tensor, as well as a more sophisticated treatment of magnetic discontinu-
ities at material boundaries, is called for. The problem is compounded by the superposition of the
solenoid and toroid fields in the partially-saturated flux-return girder and in the tile calorimeter it-
self. A novel approach to magnetic-field modelling in such structures has therefore been developed
and implemented in the B-field simulation package ATLM [29]. This package, which incorporates
a careful description of the toroid and solenoid conductors as well as a detailed mathematical model
of the tile calorimeter, is used both to compute the Biot-Savart field by numerical integration (as
described above), and to predict, by a finite-element method, the field distortions caused by the
tile calorimeter, the flux-return girder and the shielding disk in both the ID cavity and the muon
spectrometer. Altogether, these distortions affect the field integral in the muon spectrometer by up
to 4%, depending on |h | and f ; in addition, they induce, at the level of the inner MDT layers, local
field distortions of up to |DB| ⇠ 0.2 T.

A few discrete magnetic structures, either inside the muon spectrometer or close to its outer
layers, induce additional, localised magnetic perturbations. Their impact has been evaluated using
the 3D finite-element magnetostatics package TOSCA [30]. The largest perturbations are caused
by the air pads, jacks and traction cylinders which allow the calorimeters, the shielding disks, and
the end-cap toroids to slide along the rails. These affect primarily the field distribution across
the innermost MDT chambers in the lowest barrel sectors (BIL and BIS in sectors 12 to 14, see
figures 2.11 and 6.1), and in addition impact the field integral at the level of up to 10% over small
islands in h �f space.
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Figure 24: Predicted integral magnetic filed of
the toroid [23]
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3.2.4 Inner Detector

The ATLAS inner detector is designed to reconstruct tracks of charged particles in |η | < 2.5 with
pT higher than 0.5 GeV as standard configuration. It consists of three sub-detectors: Pixel detector,
SemiConductor Tracker (SCT), and Transition Radiation Tracker (TRT) as shown in figure 25.

Figure 25: The layout of the ATLAS inner detector [25]

Pixel
The Pixel detector is the innermost part of the inner detector system and is composed of 2D readout
silicon sensors. It consists of four-barrel layers and two end-caps each with three disk layers. The
innermost barrel layer is called IBL (Insertable B-Layer) and it was installed from Run-2. The pixel
size is 50 × 250 µm2 (φ, z) for IBL and 50 × 400 µm2 (φ, z) for other pixel layers. Barrel modules
are aligned with a tilt angle of 14 degrees for IBL and 20 degrees for pixel detectors. Barrel modules
have an overlap region in φ, while there is a small gap between neighboring modules in η. An energy
deposit on sensors is stored as a ToT (Time over Threshold) with an accuracy of 4-bit in the IBL readout
electronics (FE-I4) and 8-bit in the other pixel layers (FE-I3), so the dE/dx of the reconstructed track
can be calculated from the pixel detectors.
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Since the Pixel detector is the most important detector in this analysis, some detailed variables are
introduced below. Each pixel module is consisting of 16 (2 rows x 8 columns) readout chips which
are connected to a silicon sensor. But sensor regions between adjacent chips are not covered because
some spaces are required between neighboring chips. To recover these uncovered areas, the connection
between a pixel in the uncovered region and a pixel on the chip is created. These pixels which are
connected to two sensor regions are called ganged pixels [26]. Ganged pixels have ambiguity on the
hit position because it creates two candidates. Ganged pixel hits that are identified as fake are labeled
as GangedFlaggedFakeHits. As another quality variable, a cluster of hits with a large error on the hit
position normally due to noise is labeled as SpoiltHits. During the track reconstruction, a hit that is very
close to the track candidate but including the hit makes the track fit quality worse, that hit is labeled as
Outliers. Hit quality variables SpoiltHits and Outliers are not specific for the Pixel detector.

SCT
The SCT detector consists of four-barrel layers and two end-caps each with nine disk layers. Each SCT
module consists of two pairs of single-sided strip sensors glued back-to-back with a 40 mrad angle
between them to provide space points. Each strip sensor has 768 active strips with a constant pitch of
80 µm for barrel modules while with various pitches for end-cap modules. Barrel modules are aligned
with a tilt angle of 11 degrees and have an overlap region in φ. Barrel modules are aligned with a
slightly different R position to the neighboring modules in η to have an overlap region also in η. But
there is an insensitive region in the center of modules where is a joint section of two sensors.

TRT
The TRT consists of drift tubes with a diameter of 4 mm that are made from wound Kapton and
reinforced with thin carbon fibers, with a 0.03 mm diameter gold-plated tungsten wire in the center.
The tubes are filled with an Ar-based active gas mixture in Run-2. A Xe-based gas mixture was used
at the beginning of the ATLAS operation, however large gas leaks were found then decided to use an
Ar-based gas alternatively from the point of cost. The TRT barrel region covers 0.0 < |η | < 1.0 and the
end-cap region covers 1.0 < |η | < 2.0. The intrinsic single-point resolution of 120 µm is larger than
the silicon trackers, while the number of hits per track is typically more than 30. Electrons emit large
transition radiation due to their light mass, so the TRT is also useful for particle identification.

3.2.5 Calorimeter

Calorimeters are designed tomeasure the energy of particles. TheATLAS calorimeter system consists of
the Electromagnetic (EM) calorimeter, the Tile Calorimeter (TileCal), the Hadronic Endcap Calorimeter
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(HEC), and the Forward Calorimeter (FCal). Figure 26 shows the structure of the ATLAS calorimeter
system.

Figure 26: The ATLAS calorimeter system [21]

The EM calorimeter covers |η | < 1.475 in the barrel region and 1.375 < |η | < 3.2 in the end-cap region.
The targets of the EM calorimeters are electrons, positrons, and photons. The dominant processes of an
energy loss of these high energy particles in materials are bremsstrahlung for electrons and positrons,
and electron-positron production for photons, so they form a cascade of particles. An energy loss of
these processes is characterized by a radiation length X0, which is both mean distance of an electron
loses 1/e of their initial energy by bremsstrahlung, and 7/9 of mean free path of a photon for pair
production. The X0 is proportional to A/(Z(Z + 1)), where A and Z are the mass number and the
atomic number of the nucleus respectively, so a lead (Z=82) is used as a passive absorber with liquid
argon as an active medium. Figure 27 shows the granularity and structure of the EM barrel calorimeter.
The total thickness of the EM calorimeter is X0 > 22 in the barrel region and X0 > 24 in the end-cap
region.

The TileCal covers |η | < 1.7 in the barrel region and it consists of steel as absorber and plastic scintillator
as an active medium. Figure 28 shows the structure and the performances of the TileCal. Each TileCal
partition consists of 64 modules of equal azimuthal width ∆φ = 0.1. The scintillators are read out by
wavelength shifting fibres on the tile edges to PMTs. The jet energy resolution is better than 10% at
momentum above 100 GeV during Run-2.
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Figure 27: The structure of the EM barrel calorimeter [21]
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TheHEC is located outside the EMbarrel and covers 1.5 < |η | < 3.2 in the end-cap region and it consists
of copper as an absorber and liquid argon as an active medium. The granularity is ∆η ×∆φ = 0.1× 0.1
in 1.5 < |η | < 2.5 and 0.2 × 0.2 in 2.5 < |η | < 3.2.

The FCal covers 3.1 < |η | < 4.9 and it consists of three modules. The first module is optimized for
electromagnetic measurements and made of copper with liquid argon. Other modules are optimized for
hadronic interactions and made of tungsten with liquid argon. The FCal performs an important role in
the measurement of missing transverse energy.

Collected calorimeter cell signals are reconstructed as three-dimensional topological clusters [28] so that
can have shape and location information by the following algorithm. First, the cell signal significance
ςEM

cell is defined as the ratio of the cell signal EEM
cell to the expected noise σnoise as below,

ςEM
cell =

EEM
cell

σnoise
. (12)

Both the cell signal and noise are measured on the electromagnetic (EM) energy scale. This scale
reconstructs the energy deposit by electrons and photons correctly but the hadron energies are under-
estimated, typically about 70% of the energy. All cells with a large significance, typically |ςEM

cell | > 4,
can be seeds of the topo-clusters. Then neighboring cells which are directly adjacent in the same layer
or which are having at least partial overlap in the (η, φ) plane are collected to the seed. The cluster
direction is calculated with the absolute energy weights of cells EEM

cell . The direction of each cell is
calculated from its location with respect to the center of the ATLAS detector. Each topo-cluster is
interpreted as a massless pseudo-particle so that the energy and momentum are calculated as below,

PEM
clus = EEM

clus · (1, sin θclus cos φclus, sin θclus sin φclus, cos θclus) =
(
EEM

clus, ~p
EM

clus

)
. (13)

Isolation variable EconeXX
T (EtopoclusXX

T ) is defined as the scalar sum of calorimeter cell energies (topo-
cluster energies) inside a cone of a radius ∆R =0.XX around the object.
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3.2.6 Muon Spectrometer

Figure 29: The overview of the muon spectrometer [23]

The muon spectrometer is the outermost detector in the ATLAS and consists of Thin Gap Chambers
(TGC), Resistive Plate Chambers (RPC), Monitored Drift Tubes (MDT), and Cathode Strip Chambers
(CSC). Figure 29 shows the overview of the muon system. The precision momentum measurement is
mainly performed by the MDT chambers in |η | < 2.7. These chambers consist of three to eight layers of
drift tubes and achieve an average resolution of 35 µm per chamber. The innermost end-cap layer of the
MDT in 2.0 < |η | < 2.7 is replaced by the CSC due to their higher rate capability and time resolution.
The resolution of the CSC is 40 µm in the bending plane and about 5 mm in the transverse plane.
The RPC and TGC are used for triggering in the barrel (|η | < 1.05) and end-cap (1.05 < |η | < 2.4)
regions, respectively. The trigger chambers are also able to measure both coordinates of the track in the
bending (η) plane and the non-bending (φ) plane. Matching between the MDT and trigger chamber hits
is performed in the bending plane and then the trigger chamber’s coordinate in the non-bending plane
is adopted as the second coordinate of the MDT measurement.
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3.2.7 Trigger and Data Acquisition System1 kHz on average within a processing time of about 200 ms. A schematic overview of the upgraded
ATLAS trigger and data acquisition system is shown in Fig. 1.
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Figure 1. Schematic layout of the ATLAS trigger and data acquisition system in Run-2.

2.1. Level-1 Trigger Upgrades
Several upgrades have been introduced in the di↵erent components of the ATLAS Level-1 trigger
system for Run-2 data taking. The upgrades, both in the Level-1 trigger hardware and in the
detector readout, allowed to rise the maximum Level-1 trigger rate from 70 kHz in Run-1 to
100 kHz in Run-2.

The Level-1 Calorimeter trigger makes use of reduced granularity information from the
electromagnetic and hadronic calorimeters to search for electrons, photons, taus and jets, as
well as high total and missing transverse energy (Emiss

T ). One of the main upgrades in the Level-
1 Calorimeter trigger is the new Multi-Chip Modules (nMCM), based on field-programmable
gate array (FPGA) technology, which replace the application-specific integrated circuits (ASICs)
included in the modules used in Run-1. This new hardware allows the use of auto-correlation
filters and a new bunch-by-bunch dynamic pedestal correction, meant to suppress pile-up
e↵ects. The e↵ect of these corrections in linearising the Emiss

T trigger rates as function of the
instantaneous luminosity is illustrated in Fig. 2.

The Level-1 Muon trigger system, which consists of a barrel section and two endcap sections,
provides fast trigger signals from the muon detectors for the Level-1 trigger decision. For Run-2,
various improvements were added to the Level-1 Muon trigger. To suppress most of the fake

ACAT2016 IOP Publishing
Journal of Physics: Conference Series 762 (2016) 012003 doi:10.1088/1742-6596/762/1/012003

2

Figure 30: The ATLAS trigger system [29]

The Trigger and Data Acquisition (collectively TDAQ) system is important to select and store interest
events in offline analysis. Figure 30 shows the stream of the ATLAS TDAQ system. The trigger
system in Run-2 consists of a hardware-based Level-1 (L1) trigger and a software-based high-level
trigger (HLT). The L1 trigger accepts events up to 100 kHz from the bunch crossing rate of 40 MHz
based on information with a reduced granularity from the calorimeter and muon detectors. The HLT
received Regions-of-Interest (RoI) from the L1 triggers and more complex algorithms operate with full
granularity detector information in either the RoI or the whole event. The HLT reduces the rate to a few
kHz within a processing time of about 200 ms. Once an event is accepted by the HLT, the Sub-Farm
Output (SFO) sends the data to permanent storage and then exports it to the Tier-0 facility [30] at
CERN’s computing center.

3.2.8 Datasets

Data sample
The raw data samples used for this thesis were recorded by the ATLAS detector from 2015 to 2018
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(Run-2) in pp collisions at the center-of-mass energy
√

s = 13 TeV. The peak instantaneous luminosity
at the start of fills reached 2.1 × 1034 cm−2s−1. Figure 31 shows the evolution of the total integrated
luminosity during Run-2. The total integrated luminosity after data quality selections is 136 fb−1with an
uncertainty of 1.7 %. Figure 32 shows the distribution of the average number of interactions per bunch
crossing for each data-taking year. The mean number of interactions per bunch crossing distributes
from approximately 20 to 60.

Simulated sample
Simulated Monte Carlo (MC) events were used to develop the analysis and estimate the experimental
sensitivity to given models. All samples were generated at

√
s = 13 TeV with a single configuration of

the detector and were simulated through GEANT4. Every sample with pile-up used in this thesis was
overlaid during digitisation with additional minimum-bias events. Minimum-bias events were generated
with Pythia 8.235 and EvtGen v.1.6.0, the A14 tune and the leading order parton distribution function
(PDF) set NNPDF23LO.

The signal MC samples were generated using MadGraph5 v2.6.2 interfaced to Pythia8 v8.230 and
EvtGen v.1.6.0 with A14 NNPDF23LO PDF. Charginos (τχ̃±1 ) were forced to decay into χ̃

0
1 + π

± in the
Geant4 simulation based on their lifetime τχ̃±1 in the rest frame. For the wino search in EWK channel,
the signal MC samples with the lifetime τχ̃±1 = 0.2, 1.0, 4.0 and 10.0 ns were generated in the mass range
from 91 GeV to 1000 GeV approximately every 100 GeV. For the higgsino search in EWK channel, the
signal MC samples with the lifetime τχ̃±1 = 0.2, 1.0, 4.0 and 10.0 ns were generated at the masses of
120 GeV, 160 GeV, and 240 GeV, and wino samples are used for other mass points to save computing
resources. The basic properties of charginos and neutralino in the pure higgsino-LSP scenario are the
same as in the pure wino LSP scenario except for the pT of charged pion. But this effect is negligible in
this analysis because the typical pion pT of 340 MeV in the pure higgsino LSP scenario is still too low
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to be reconstructed as a track. Validation of using wino samples for the higgsino search is summarized
in Appendix A.

Signal MC samples with different mean lifetimes are obtained by applying event weights so that the
distribution of the proper lifetime follows that for a given value of the mean lifetime. The event weight
w is given by

w(τχ̃±1 ) =

nχ̃±1∏

i

τ0
τχ̃±1

exp

−ti *

,

1
τχ̃±1
− 1
τ0

+
-


, (14)

where nχ̃±1 , τ0 and ti are the number of charginos in the event, the chargino mean lifetime set in the
simulation and the proper lifetime of i–th chargino, respectively. Validation of the lifetime reweighting
procedure is summarized in Appendix B.

In this thesis, generator-level information is called truth. Signal samples were generated by requiring
Emiss
T > 60 GeV at truth level to save storage. Here truth Emiss

T is defined as the sum of the momenta
of non-interacting particles at detector-level. Figure 33 shows the Emiss

T distribution with and without
Emiss
T filter. There is no difference above Emiss

T > 100 GeV. For the wino samples in the EWK channel,
all the signal parameters in the AMSB model, corresponding chargino masses (mχ̃±1 ) and cross sections
are summarised in Table 3. For the higgsino samples in the EWK channel, chargino masses and cross
sections are summarized in Table 4.
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m3/2[TeV] mχ̃±1 [GeV] Lifetimes [nsec] Cross section (C1C1, C1N1) [pb]
31.4 90.7 0.2, 1.0, 10.0 15.815, 31.317
68.0 199.7 0.2, 1.0, 10.0 0.883338,1.77743
102.4 299.8 0.2, 1.0, 10.0 0.186804, 0.381311
137.4 400.3 0.2, 1.0, 4.0, 10.0 0.0567824,0.117921
172.6 500.2 0.2, 1.0, 4.0, 10.0 0.0212685,0.0446763
208.0 599.9 0.2, 1.0, 4.0, 10.0 0.00911829, 0.0193666
243.8 700.1 0.2, 1.0, 4.0, 10.0 0.00418792, 0.00901699
279.6 799.9 0.2, 1.0, 4.0, 10.0 0.00207723, 0.00449871
315.6 899.8 0.2, 1.0, 4.0, 10.0 0.00108363, 0.00233598
351.8 1000.1 0.2, 1.0, 4.0, 10.0 0.00057336, 0.00124413

Table 3: Summary of AMSB signal parameters, chargino masses, lifetime and their NLO cross sections at√
s = 13 TeV with m0 = 5000 GeV, tan β = 5 and µ > 0.

mχ̃±1 [GeV] Lifetimes [nsec] Cross section (C1C1, C1N1) [pb]
91 0.2, 1.0, 10.0 4.5937780, 8.7963320
120 0.2, 1.0, 4.0, 10.0 1.6287660, 2.9496620
160 0.2, 1.0, 4.0, 10.0 0.5725636, 1.0065236
200 0.2, 1.0, 10.0 0.2443210, 0.4241660
240 0.2, 1.0, 4.0, 10.0 0.1270172, 0.2195998
300 0.2, 1.0, 10.0 0.0525690, 0.0908167
400 0.2, 1.0, 4.0, 10.0 0.0163405, 0.0284230
500 0.2, 1.0, 4.0, 10.0 0.00621625, 0.01088650
600 0.2, 1.0, 4.0, 10.0 0.00268388, 0.00473741
700 0.2, 1.0, 4.0, 10.0 0.00125981, 0.00223385
800 0.2, 1.0, 4.0, 10.0 0.000630966, 0.001123920
900 0.2, 1.0, 4.0, 10.0 0.000328529, 0.000586950
1000 0.2, 1.0, 4.0, 10.0 0.000182305, 0.000311324

Table 4: Summary of the cross-section for higgsino signal samples.
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For the strong production, a simplified model was used assuming branching ratios of gluino decay
are 1/3 for g̃ → qq χ̃0, g̃ → qq χ̃− and g̃ → qq χ̃+, respectively. Only four flavours of quarks were
considered: d, u, c and s. The mean lifetime of the chargino (τχ̃±1 ) was set to 1.0 ns for most of the
samples; the chargino lifetime follows exponential decay with 1 ns in the rest frame. A sample with a
lifetime of 0.2 ns was also produced for validating the lifetime re-weighting procedure. Samples were
generated for the signal points over chargino masses from 100 GeV to 2150 GeV and gluino masses
from 700 GeV to 2400 GeV. The samples are listed in Table 5.

mg̃[TeV] mχ̃±1 [GeV] Cross section [pb]
0.7 600, 650 4.32
0.8 600, 700, 750 1.81
1.0 100, 300, 500, 700, 900, 950 0.385
1.2 100, 300, 500, 700, 900, 1100, 1150 0.0985
1.4 100, 300, 500, 700, 900, 1100, 1300, 1350 0.0284
1.6 100, 300, 500, 700, 900, 1100, 1300, 1500, 1550 0.00887
1.8 100, 300, 500, 700, 900, 1100, 1300, 1500, 1700, 1750 0.00293
2.0 100, 300, 500, 700, 900, 1100, 1300, 1500, 1700, 1900, 1950 0.00101
2.2 100, 300, 500, 700, 900, 1100, 1300, 1500, 1700, 1900, 2100, 2150 0.000356
2.4 100, 300, 700, 1100, 1500, 1900 0.000128

Table 5: Summary of gluino mass, chargino masses and their cross sections at
√

s = 13TeV for strong production.
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4 Physics Object Definitions

The object definitions used in the analysis are summarised in this section. First, the reconstruction
algorithm and the definition of standard tracks which are common track objects for analyses at the
ATLAS are described. Next, the definition of the pixel-track which is the specific object for this
analysis is introduced. Detailed performances of the pixel-track are shown in the next chapter. Then
definitions of other objects used in this analysis are described. Since jets, muons, and electrons are
reconstructed independently, there might be an overlap between these objects. Hence the procedure of
the overlap removal is summarized after object definitions. Finally, several event-level cleaning criteria
are introduced.

4.1 Standard Tracks

Charged particles create hits in pixel and strip sensors, and the hits are grouped into clusters. From
these clusters, three-dimensional measurements referred to as space points are created. For the SCT,
clusters from both sides of layers must be combined to obtain space points. The inner detector tracking
covers two sequences, the main inside-out track reconstruction and a consecutive outside-in tracking.

Figure 34: Space points seeds finding [32]

detector. The ambiguity solving modules uses a scoring tool, but only refers to a tool interface,
such that di↵erent scoring approaches can be in parallel be deployed and optimised. Currently,
a hit-pattern based scoring and a maximum likelihood approach are available.

sensor hit

module hit

ambiguous hit

hole

a
b

c

Figure 3. Simplified model of the
ambiguity solving process, illustrated
in the SCT barrel. Tracks a, b, and
c have been found through the seeded
track finding, but share several hits.
The �2/ndof may not be appropriate
to distinguish a true from a fake track,
therefore dedicated track scoring that
is optimised for each sub-detector is
used. In the shown example, a module
hit representing measurements on both
sides of the SCT silicon detector
is scored relatively higher than two
single hits without associated backside
module. Hits in an overlap region as
for track b are particularly high scored,
while holes on track, i.e. an expected
hit that has not been found, lead to a
penalty in the track score.

2.4.1. TRT track extension The track (segment) extension from the silicon detectors into the
outer TRT is split into two modules, an extension algorithm searching for seeded candidates
and a second module that processes these extensions and evaluates them. Tracks found in the
silicon detector and, of course, only those that have survived the first round of ambiguity solving
are used as an input to find compatible sets of TRT measurements that are further processed as
candidate extension. Following the component pattern, the extension algorithm simply delegates
this task to a dedicated tool, represented through a pure abstract interface. The silicon-only
track must hereby not be modified, the association of the TRT hits is therefore a pure extension
and not done by a combination. Figure 4 shows the extensions of the silicon seeded tracks into
the TRT detector for a sample tt̄ event.

Two concrete implementations of the track extension tool exist:

• The standard implementation follows a classical approach starting with road finding through
track extrapolation, and — using the hit coordinates expressed in r � � in the barrel, and
r� z in the endcap region, respectively — performs a line fit to estimate whether the hit is
compatible with the silicon track seed or not.

• a second implementation is available, that is based on the deterministic annealing filter
(DAF) [8] — an extension of the standard Kalman filter formalism — and is optimised
for very high hit occupancies. The DAF strategy also starts with the road building (and
uses hereby the same tool as the first extension strategy), but follows a di↵erent philosophy
for the hit finding and hit assignment; TRT measurements within the road are grouped
together on the same readout element (or on planes perpendicular to the extrapolated track,
depending of the initial configuration) and represented as one input object to the track fit.
The di↵erent hits within the group are weighted by their likeliness to represent the true
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Figure 35: Track scoring in the SCT barrel [33]

Inside-out sequence
The primary track reconstruction starts by forming seeds of triplets of space points in either the
Pixel or SCT layers as shown in figure 34. These track seeds are pre-selected by imposing a
minimum requirement on the momentum or maximum requirement on the impact parameters to
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save computing resources. Once the space points seeds are found, the road windows are built
according to the seed direction. Then any hits within the road window are collected and track
candidates are built using a combinatorial Kalman filter. Track candidates usually contain fake
tracks or overlapping track segments with shared hits. So the ambiguity solving is performed by
scoring track candidates based on associated hits. Figure 35 shows an example in the SCT barrel
layers. Hits in an overlap region like track b are particularly highly scored, while holes on track
lead to a penalty in the track score. Finally, an extension of the track into the TRT detector is
attempted. The tracks with TRT hits are refitted with the global χ2 fitter, and TRT hits are added
to the tracks if the score is improved, otherwise silicon-only tracks are kept.

Outside-in sequence
The primary reconstruction sequence is optimized to reconstruct particles produced in the primary
pp interactions. To recover tracks from secondary decay vertices or photon conversions, the
secondary reconstruction sequence starts with the segments of TRT hits. Since the TRT drift
tubes can not create 3D space points, the global pattern recognition has to be done in projective
planes, i.e. the r − φ plane in the TRT barrel region, and the r − z plane in the TRT end-cap
region, respectively. So the Hough transform is used to find the hit pattern by transforming the
projection plane into the straight line. Then the backtracking of the TRT segments into the silicon
detectors is performed to find small track segments of silicon hits.

Tracks reconstructed with the above algorithms are called standard tracks. These standard tracks satisfy
the following requirements :

• pT > 500 MeV

• |η | < 2.5

• NSi
Hits ≥ 7

• (NPixel
SharedHits + NSCT

SharedHits/2) ≤ 1

• NSi
MissingHits ≤ 2

• NPixel
MissingHits ≤ 1

Due to the requirement of the silicon hits, standard tracks typically tend to be longer than 37 cm in the
transverse plane.
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4.2 Pixel-Track

A dedicated reconstruction is developed to target the short chargino tracks, herein referred to as pixel-
track. The pixel-track reconstruction runs after the standard tracks reconstruction as a second-pass
tracking. The algorithm is based on the standard reconstruction, however, it only uses unused hits not
associated with any standard tracks, and only pixel hits are used for the seed finding. Track seeds from
combinations of three space points are extended into the remaining pixel and SCT layers, and at least
four hits are required for the track to be accepted. The requirement of the number of hits is loosened,
however, missing hits or shared hits in the trajectory are not allowed. The pT > 5 GeV and |η | < 2.2 are
required during the reconstruction, and the following requirements are applied in the offline analysis:

(1) pT > 20 GeV.

(2) 0.1 < |η | < 1.9.

(3) pixel-track consists of only four-pixel barrel layers (no SCT hits).

(4) NPixel
GangedFlaggedFakeHits = 0, NPixel

SpoiltHits = 0, NPixel
Outliers = 0.

(5) The pixel-track should have a good χ2-probability of the fit P( χ2,NDF) = 1−γ(NDF/2, χ2/2) >

0.1, where γ(NDF/2, χ2/2) is the incomplete gamma function.

(6) |d0/err(d0) | < 1.5 and |z0 sin θ | < 0.5 mm.

(7) The pixel-track should be isolated; pcone40
T /pT < 0.04, where pcone40

T is the scalar sum of the pT
of all standard tracks with pT > 1 GeV in a cone of ∆R < 0.4 around the pixel-track, where
∆R =

√
∆φ2 + ∆η2. In addition (and new from the previous analysis), calorimeter isolation is

used and applied as Etopoclus20
T < 5.0 GeV. More details are presented in Section 6.3.4.

(8) The pixel-track should be the highest momentum pixel-track among isolated pixel-tracks in the
event.

(9) Overlap removal between the pixel-track and other objects in the event is applied. For signal, the
pixel-track should be isolated from jets, electrons, muons and muon spectrometer tracks. The
distance between the pixel-track and any jets with pT > 50 GeV, and electrons, muons and muon
spectrometer tracks with pT > 10 GeV should be greater than 0.4 in the η–φ space.

The requirements for η are necessary to reduce SMparticle tracks because themuon detector is inactive at
small |η | and the background rates increase significantly in high |η |. In this analysis, only disappearing
tracks consisting of four layers are considered, so no SCT hits are required as a disappearing track
condition. The requirements (4), (5) and (6) are useful to reduce fake tracks. Most high-pT background
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events have bad tracking properties and tend to have large impact parameters. The requirements (7),
(8) and (9) are useful to reduce standard particle originated background pixel-tracks. Since scattered
muons might be possible to propagate into the muon system but these fail to associate inner detector
tracks. Therefore overlap removal of tracks for both muons and muon spectrometer tracks is applied.

4.3 Jets

Jets are reconstructed using the anti-kt algorithm [34] with a radius parameter R = 0.4. The inputs to the
jet reconstruction algorithm are topological calorimeter clusters [35] which attempt to reconstruct the
three-dimensional shower topology of each particle entering the calorimeters. The transverse momenta
of jets are corrected by application of a jet energy scale (JES) calibration derived from simulation and
by in situ corrections obtained from 13 TeV data. The details of the jet calibration procedure are given
in Ref. [36]. In the analysis, the acceptance cuts of pT > 20 GeV and |η | < 2.8 are applied. In order to
reduce contributions from pile-up jets, all jets with |η | < 2.5 and pT < 60 GeV are required to satisfy
the jet-to-vertex tagger (JVT) requirements. The efficiency of the tagger is about 92% to identify jets
from the hard-scatter vertex.

4.4 Muons

Muon candidates are identified by two algorithms. One is an algorithm that combines a track recon-
structed in the muon spectrometer with a track in the inner detector or an ID track seeded algorithm [21,
37]. The other is an algorithm that reconstructs a muon by using the muon spectrometer only. Muons
are selected with “Medium” quality criteria [38]. They are also required to have pT > 10 GeV, |η | < 2.7,
|d0/err(d0) | < 3.0, and |z0 sin θ | < 0.5 mm. Not only the prompt production such as the decay of W
and Z, but muons can also arise from sequential processes such as semileptonic decays of heavy quarks.
Such background muons typically have a large activity around the object. Therefore, to select the
muons from the prompt production (referred as signal muons), both track-based and calorimeter-based
isolation cuts are applied. The relative energy fraction within a cone around the muon candidate is
required to be less than 0.15 and 0.30 compared to the muon pT for track-based and calorimeter-based
isolation criteria respectively. The cone size is ∆R = 0.2 for calorimeter-based isolation, while it is
defined by the following formula for track-based isolation.

∆R = min
(

10 GeV
pT [GeV]

, 0.3
)
. (15)
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4.5 Electrons

Electrons are selected by using a likelihood based on tracking and calorimeter information with “Loose-
AndBLayerLLH” quality criteria [39]. They are also required to have pT > 10 GeV, |η | < 2.47,
|d0/err(d0) | < 5.0, and |z0 sin θ | < 0.5 mm. Same as the muons, not only the prompt production
such as the decay of W and Z, but electrons can also arise from sequential processes such as semilep-
tonic decays of heavy quarks and photons conversion into electron-positron pairs. Such background
electrons typically have a large activity around the object. Therefore, to select the electrons from the
prompt production (referred as signal electrons), both track-based and calorimeter-based isolation cuts
are applied. The relative energy fraction within a cone around the electron candidate is required to
be less than 0.15 and 0.20 compared to the electron pT for track-based and calorimeter-based isolation
criteria respectively. The cone size is ∆R = 0.2 for calorimeter-based isolation, while it is defined by
the following formula for track-based isolation.

∆R = min
(

10 GeV
pT [GeV]

, 0.2
)
. (16)

4.6 Missing Transverse Momentum

The missing transverse momentum is calculated based on the transverse momenta of selected jets,
lepton candidates described above, and soft-tracks which are not associated to such objects,

~p miss
T = −

∑
~p jet

T −
∑

~p electon
T −

∑
~p muon

T −
∑

~p soft−track
T (17)

The magnitude of ~p miss
T is represented as Emiss

T . Soft tracks are defined as following :

• NSi
Hits ≥ 9 for |η | ≤ 1.65, or NSi

Hits ≥ 11 for |η | > 1.65

• (N InnermostPixel
Hits + NSecondInnermostPixel

Hits ) > 0

• NPixel
MissingHits = 0

• |d0 | < 2.0 mm

• |z0 sin θ | < 3.0 mm

• if the track has high pT (pT > 200 GeV for |η | < 1.5, or pT > 120 GeV for |η | ≥ 1.5), the
following requirements need to be satisfied:

for isolated track (pcone20
T /pT < 0.1), either a), b), or c) is satisfied :
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a). |σ(q/p)/(q/p) | < 0.05

b). Econe10
T /pT < 0.1 and |σ(q/p)/(q/p) | < 0.1

c). Econe10
T /pT > 0.65 and |σ(q/p)/(q/p) | < 0.4

for non-isolated track (pcone20
T /pT ≥ 0.1), either a) or b) is satisfied :

a). Econe10
T /(pT + pcone20

T ) > 0.6

b). pT/(pT + pcone20
T ) < 0.6

Pixel-tracks are not included in Emiss
T soft-track term. Due to the small mass splittings and the two

body decay of a heavy chargino to a light pion and heavy neutralino, the momentum of the neutralino
will be very close to that of the decaying chargino, thus if the pixel-tracks were included into the Emiss

T

calculation the event would be balanced and there would be no Emiss
T in the event for χ̃+1 χ̃

−
1production

modes. In addition, the pT resolution of the pixel-tracks is extremely poor compared to standard
tracks.

4.7 Overlap Removal

When the physics objects defined in Section 4 overlap each other, one of the overlapping objects is
removed based on the following order:

1. If an electron candidate and a muon candidate share the same ID track, the muon candidate is
removed if the muon is a calo-muon, and the electron candidate is removed if the muon is not a
calo-muon.

2. If an electron candidate and a jet are found within ∆R < 0.2, they are classified as an electron
and the jet is removed.

3. If an electron candidate and a jet are found within ∆R < 0.4, they are classified as a jet and the
electron is removed.

4. If a muon candidate and a jet are ghost-associated or found within ∆R < 0.2, they are classified
as a muon and the jet is removed as long as the number of tracks with pT > 500 MeV associated
to the jet is less than three.

5. If a muon candidate and a jet are found within ∆R < 0.4, they are classified as a jet and the muon
is removed.
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4.8 Event Cleaning

For the physics analysis, only the data which has enough qualities in all detector subsystems can be
used. In this sub-section, all event-level cleanings are described.

Good Runs List (GRL) Each of the recorded datasets is called run and assigned a unique six-digit
run number. Each run is further divided into luminosity blocks (LBs) and each LB corresponds to a
period of 60 s. The datasets which passed basic data quality validations are summarized as a Good Runs
List (GRL) which contain the list of LBs that are available for the physics analysis[40]. In this analysis,
a special GRL rejecting further SCT defects in addition to the normal GRL is used and resulting in a
data loss of about 3 fb−1.

Detector-error veto Rejection of bad or corrupted events due to detector error is an ATLAS-wide
recommendation :

• LAr noise bursts and data corruption

• a handful of Tile-corrupted events

• events affected by the recovery procedure for single event upsets in the SCT

• events incomplete after TTC restart

Bad jet cleaning First, if there are any jets that do not pass loose jet cleaning(“LooseBad”), the
events are removed. Second, if there is a leading jet that does not pass tight jet cleaning(“TightBad”)
or whose |η | is more than 2.4, the events are removed. The second criterion is to reduce non-collision
background.

Bad-muon-event veto Badly reconstructed muons can affect the Emiss
T calculation, especially in the

tail region. If a baseline muon before overlap removal which has σ(q/p)/|q/p| > 0.4, is found, the
event is rejected.
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Bad-muon Emiss
T cleaning To reject events whose Emiss

T is affected by badly reconstructed muons even
after the bad-muon event veto mentioned above, events satisfying the following criteria are rejected:

Emiss,muon
T
Emiss
T

cos
{
φ(Emiss,muon

T ) − φ(Emiss
T )

}
> 0.5, (18)

where Emiss,muon
T is muon term of Emiss

T (negative vector sum of muon ~pT).
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5 Pixel-Track Performance

In this section, the basic performances of the pixel-tracks are described. Section 5.1 focuses on the
difference between data and MC on the track efficiency. Section 5.2 and Section 5.3 describe the
track efficiency and resolutions of the track parameters, especially for the signal charginos. Finally,
Section 5.4 describes measurements of the smearing functions, which play an important role in the
analysis.

5.1 Pixel Dead Modules map

The modeling by MC method is not perfect, so the tracking efficiency and the resolutions of the track
parameters are different from MC events to data. The main source of the efficiency difference is the
mis-modeling of pixel dead module map which is especially related to the requirement of the four-pixel
layers. To calculate correction factors, the track efficiency is measured in both data and MC by using
Z→ µµ candidates. The event selection criteria to enhance Z → µµ events are summarized below. The
definition of tag and probe muons are described at Sec. 6.4.1.

• Trigger : The lowest unprescaled single muon triggers

• No identified electrons

• At least one tag muon

• At least one probe muon

• |mtag,probe −mZ | < 10 GeV

In addition to the above selection, standard tracks associated with probe muon should satisfy the
following requirements.

• pT > 15 GeV

• NPixel
Hits >= 1

• NSCT
Hits >= 6

• NTRT
Hits >= 5

Then calculate the efficiency that probe muon satisfies the number of pixel layers >= 4. Figure 36 shows
the result for each data taken years. The ratio of data to MC will be applied to signal MC samples to
take into account the differences in track efficiencies.
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(a) 2015 + 2016 data vs MC
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(b) 2017 data vs MC
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(c) 2018 data vs MC

Figure 36: The efficiency of (number of pixel layers >= 4) requirement
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5.2 Pixel-Track Efficiency

Figure 37 shows the track efficiency for signal wino samples at (mχ̃±1 , τχ̃±1 ) = (600 GeV, 1.0 ns) as a
function of decay radius. Reconstructed tracks are applied with truth matching within ∆R < 0.10 to
truth charginos. To increase statistics, kinematics cut is not applied because it does not have a strong
bias to the efficiency. Without any track selections, the overall efficiency in the fiducial volume is about
57%, and it decreases to 42% and 28% with four-layer selection, and all track selections including dead
pixel modules respectively. As shown in figure 38, the pixel-track efficiency has lifetime dependence.
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Figure 37: Pixel-track efficiency as a function of decay radius

Figure 39 shows the truth pT of charginos which decay in the region of 122.5 mm < R < 299.0 mm.
The fraction of charginos with pT > 500 GeV is about 71%, 27%, 14% and 11% at τχ̃±1 = 0.2, 1.0, 4.0
and 10.0 ns, respectively. The charginos in the short lifetime region need to be much boosted to reach
fiducial volume and tend to have higher pT, so the efficiency of reconstructed objects becomes high.
Figure 40 shows the decay radius distribution of charginos. The fraction of charginos that decay within
the fiducial region between the 4th and 5th layers, and becomes the maximum around τχ̃±1 = 1.0ns.
The overall acceptance times efficiency is a convolution of the decay radius distribution and the track
efficiency. Actually, it becomes the maximum around τχ̃±1 = 1.0 ns.

Figure 41 shows the relative pixel-track efficiency normalized at 〈µ〉 = 20. The denominator is the
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Figure 38: Lifetime dependence of pixel-track efficiency
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Figure 39: Truth pT distribution of charginos in 122.5 mm < R < 299.0 mm
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Figure 40: Decay radius distribution of charginos

pile-up distribution drawn with a grey histogram, and the numerator is the number of events in each
category. No kinematical cut is applied to every category to increase statistics. Pixel-tracks basically
satisfies all requirements described in Sec. 4.2. Only signals are simulated events while others are
evaluated by data. For fake BG, |d0/err(d0) | > 10 is required instead of |d0/err(d0) | < 1.5. For low-pT
BG, pT < 60 GeV is applied and hadron or electron BG is dominant in this region. For chargino signals,
track selections are completely same in the signal regions. According to this figure, the fraction of fake
tracks tends to increase along with 〈µ〉 while others decrease.

5.3 Pixel-Track Resolution in Signal MC

Figure 42 shows the distribution of residuals of q/pT, η and φ for the truth charginos and reconstructed
tracks with various track lengths. The n-layer track in the legends in the Figure 42 (a) - (c) means
that the track consists of consecutive n barrel layers from the innermost layer. Any selections in both
kinematics and track qualities are not applied. Although residuals of q/pT and η depend on their
absolute values, the overall distributions are shown. The main object of this analysis is the 4-layer track.
It has a poor momentum resolution but has a good enough pointing resolution of O(10−3) in η and φ.
Resolutions of track parameters basically improve along with the track length, however, some of the
5-layer tracks have worse resolution than the 4-layer tracks. This is because some tracks that should be
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Figure 41: Relative pixel-track efficiency normalized at 〈µ〉 = 20 as a function of 〈µ〉. Magenta and cyan points
are signal MC for EWK and strong channels, respectively. Black and blue points are data in the low-pT hadron
background-rich region with and without the calorimeter veto requirement. Orange points are data in the fake
background-rich region. Gray histogram shows pile-up distribution during Run-2 data taking.

reconstructed as 4-layer tracks are accidentally reconstructed as 5-layer tracks by associating spurious
hits in the innermost SCT layer (i.e. 5th silicon layer). Figure 43 shows the distribution in ∆q/pT
and decay radius plane of 5-layer tracks. Mis-reconstructed tracks make the tail in the distribution of
residuals. This negative aspect affects this analysis only from the point of inefficiency.
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Figure 42: Residual of track parameters for each n-layer track
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5.4 Pixel-Track Smearing Functions

寄田研ゼミ合宿@鴨川20/Oct/2019

Smearing Function の作成

16

標準飛跡の pT 分布から 4 層飛跡の pT 分布に焼き直す 
ために ‘smearing function’ を用意する．
Smearing Function の作り方 
良く ID された lepton 2 本で Z -> ll events を選ぶ． 
μ/e 飛跡を pixel 4 層のみで飛跡再構成し直すことで 
4 層飛跡を得て，元の飛跡からの (q/pT) 差分を見る．

Smearing Function

Closure Testoriginal track new track
• 原理的に 4 層飛跡の pT 分布を
再現可能であることは確認済み 

• pT, η 依存は negligible． 
• pile-up 依存性があり， 
systematic uncertainty に含ま
れる (最大~10%)．

Figure 44: Re-tracking technique

Due to the resolution difference between data and
MC, the reconstructed track pT in signal MC
needs some corrections. These are two ways to
estimate the signal pT spectrum:

1. Measure the resolution difference between
data sample and corresponding MC events,
and apply the smearing function to the re-
constructed pT.

2. Measure pixel-track pT resolution in data
and apply smearing function to the truth
pT.

The latter method is used as a primary method in
this analysis because this is also useful to estimate the background pixel-track spectra in data from the
standard tracks. The pT resolution of the pixel-track is measured by comparing the pT of the standard
track and the artificial pixel-track which is obtained by re-tracking the standard track with only pixel
hits as shown in Figure 44.

5.4.1 Event Selection

Since processing all events with re-tracking is computationally expensive, only part of the dataset is
processed for the measurement of the smearing functions. The runs are chosen to sample different
data-taking conditions across the various years : 284285 (2015), 302872 (2016), 340072 (2017), and
358395 (2018). To measure the smearing functions for muons and electrons, the Z → µµ and Z → ee

events are extracted by applying the following selections.

• Trigger : The lowest unprescaled single muon/electron triggers

• Require two same-flavour leptons and no different-flavour leptons

• Reconstructed di-lepton mass (M``) is within a range of 10 GeV from the Z boson mass

• Leading lepton pT is larger than 25 GeV

• Sub-leading lepton pT > 20 GeV.
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• Search for the artificial pixel-tracks corresponding to each lepton track by applying∆R(pixel-track,
lepton-track) < 0.2.

The pixel-tracks are required to pass the normal disappearing-track selections described in Section 4.2
except for the lepton veto. Finally, smearing functions are measured by comparing the pT of the
lepton-track and the pT of the artificial pixel-track.

5.4.2 Fit Function

In tracking, q/pT is a more elementary variable than pT. So ∆q/pT between artificial pixel-tracks and
original tracks is measured. The ∆q/pT distribution is fitted by the ExpGaussExp function [41]:

f (z) =




exp(α(z + α/2)) (z < −α)

exp(−z2/2) (−α < z < α),

exp(−α(z − α/2)) (z > α)

z =
∆(q/pT ) − β

σ
, (19)

where α, β and σ are parameters representing the slope of the tail part, the mean of the core part and
the resolution of the core part respectively. The smeared momentum is calculated as

psmeared
T =

������

(
q
pT

)original
+ random( f (z))

������

−1

, (20)

where random( f (z)) is a random number from the smearing function distribution. The fitting results
to the data points in the individual pT bins for muons and electrons are shown in Figures 45 and 46,
respectively.

5.4.3 Various Dependencies

The smearing functions depend on particle types. Figure 47(a) shows the sigma measured in single
particle MC for electron, muon, and pion. Since muons and pions have similar values, the smearing
function for muons is also applied to pions. Figure 47(b) shows the ∆q/pT distribution for charginos
and electrons in the high-pT region. The signal charginos have a similar shape to the electron rather than
the muon, so the smearing function for the electron is applied to the signal charginos. The smearing
functions also depend on the pT, so their parameters are measured in several pT regions. Figure 48
shows the smearing parameters as a function of the pT. The clear dependency has been observed in
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Figure 45: Fits in each of the individual pT bins for the muon smearing function extraction. Data points are
shown, as well as the resulting fit function super-imposed as a dotted line above the data points.
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Figure 46: Fits in each of the individual pT bins for the electron smearing function extraction. Data points are
shown, as well as the resulting fit function super-imposed as a dotted line above the data points.
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Figure 47: Particle type dependence of the smearing function.

the parameter σ. In high pile-up environments, hits from pile-up tracks could contaminate the pixel-
track and lead to a degradation in momentum resolution, especially in the low-pT region. Figure 49
shows the pile-up dependence of smearing parameters in the region of 25 GeV < pT < 35 GeV. The
resolution parameter σ grows as a function of the average number of interactions per bunch crossing.
The smearing parameters are categorized into low pile-up and high pile-up conditions, and then half of
the absolute differences between the high and low pile-up conditions are taken as uncertainties on the
inclusive parameters.

5.4.4 Extrapolation to Low-pT Region

The parameter σ has pT dependence, and function parameters are measured in data for pT > 25 GeV.
The smearing function will be applied for track pT > 10 GeV, so σ is estimated from single-particle
MC in the low-pT region. Figure 50 shows σ as a function of the track pT. The σ in the low-pT region
is estimated by assuming that the data value is a square root of the sum of squares of the MC value and
correction term.
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Figure 48: The pT dependence of smearing parameters as a function of the pT. The red line shows the electron
and the blue line shows the muon.
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Figure 50: The parameter σ as a function of the track pT. Black points show measured values in data and blue
points show MC. Red points show corrected MC values normalized to data in the pT > 25 GeV region by adding
correction factors.
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6 Search for Long-Lived Charginos with the Full Run-2 Data

In this chapter, a result of search for long-lived charginos based on a disappearing track signature with
full Run-2 dataset is reported. First, the characteristics of the target signals and possible background
sources are described. Next, the definition of the signal region and the selection efficiency of signal and
background events for each event selection are summarized. Then, an overview of the overall analysis is
given, followed by an estimation of each background components in the signal region. Finally, details of
the fitting, which is the key to background event estimation, and systematic uncertainties are described.
The actual fitting results and the results of the search for long-lived charginos calculated based on the
fitting results are shown.

6.1 Signal and Background

6.1.1 Signature of the Signal

In this analysis, two production processes of charginos are considered: electroweak (EWK) production
and strong production. Figure 51 shows schematic example diagrams for both production processes.
In the EWK production, a chargino-chargino or chargino-neutralino pair is produced directly via
electroweak boson. A high-momentum jet from initial-state radiation (ISR) is required so that events
can be triggered by Emiss

T . Therefore the signature of the signal is a single large jet from ISR, a large Emiss
T

due to neutralinos, and a disappearing track candidate derived from chargino. In the strong production,
the gluino pair is produced and then each gluino decays into two quarks and a chargino or neutralino.
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(a) EWK production
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q

q

(b) Strong production

Figure 51: Example diagrams of the two signal models
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Figure 52: Components of pixel-tracks

So the signature of the signal is multi-jets from quarks or gluons, a large Emiss
T from neutralinos, and a

disappearing track candidate derived from the chargino.

6.1.2 Background Components

The backgrounds contributing to this analysis can be categorized into real charged-particle backgrounds
and fake backgrounds. Figure 52 illustrates how the signals and backgrounds are reconstructed as
a pixel-track. The charged particle backgrounds arise from scattering by interacting with materials
or emitting bremsstrahlung after passing through four-pixel layers. Muon originated background can
be suppressed by muon spectrometer veto. Electron or hadron originated background can also be
suppressed by calorimeter veto requirements. Fake backgrounds arise from wrongly reconstructed
random combinations of pixel hits. Since fake background has an unreal track that is not associated
with any other objects, it is hard to reduce by isolation cuts. The dominant SM process is W → `ν for
the charged particle backgrounds and Z → νν for the fake backgrounds.

6.1.3 Signal Region Definitions

Signal candidate events are required to pass the Emiss
T triggers for both the EWK and the strong channels.

Events are also required to have neither muons nor electrons candidates (i.e. lepton-veto) to suppress the
backgrounds from the top-pair and W/Z + jets production processes. In addition to the requirements of
high-Emiss

T and high-pT jets, the minimum∆φjet−Emiss
T cut is also applied to reduce the QCD backgrounds.
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Table 6: Signal region selection summary

SR Electroweak production Strong production

Trigger Emiss
T

Nlepton = 0
Ndisap.−track ≥ 1

Emiss
T [GeV] > 200 > 250

Leading jet pT [GeV] > 100 > 100
Second and third jet pT [GeV] — > 20
∆φ

jet−Emiss
T

min [radian] > 1.0 > 0.4

Finally, at least one pixel-track that satisfies all selections in Section 4.2 is required. In cases that more
than one such pixel-track exist, the one with the highest pT among isolated pixel-tracks is chosen. The
selections for the EWK channel and the strong channel are not exclusive, so there might be overlap
events. It does not matter because the analysis is performed individually in each channel, and the results
are not planned to be combined. Selections of the signal region are summarized in Table 6.

6.2 Analysis Overview

Signatures of the signals and possible background components are summarized in Section 6.1, and the
event selection for the signal region is defined in the previous subsection. As shown in Figure 39, the
signal charginos tend to have high-pT, while background tracks typically have low-pT. Therefore, the
pT of the pixel-track becomes the final discriminant variable. After the event selections, observed pT
distributions are fitted with expected background shapes to estimate number of background events in the
signal region. In this section, an overview of analysis strategy, especially how to estimate the pT spectra
of the signals and each background component in the signal region, is summarized. Detail information
on individual items follows in later sections.

Figure 53 illustrates how to estimate the pT spectra in the signal region. Control Region (CR) is a region
with low signal contamination and high purity for specific background, therefore it is useful to estimate
background properties. Events in CRs basically satisfy both kinematics and track selections except for
specific requirements. Definitions of each background CR are summarized in Table 7.

For the signal events, smearing function measured in data is applied to emulate realistic detector
resolution. The nominal normalization is fixed, but the signal can scale with the signal strength µs

during the fitting with the signal model. For the muon, electron, and hadron backgrounds, the CRs are

62



Figure 53: Analysis strategy

defined by requiring each background object instead of a disappearing pixel-track. Therefore, transfer
factors (TFs) which are the ratio of a disappearing track to the background object are applied to obtain
mother spectra of disappearing tracks derived from each background component. For the electron
and hadron backgrounds, correction factors for the TF are required to correct the difference between
electrons and hadrons, and also standard tracks and pixel-tracks. These correction factors are calculated
by using single particle MC samples. Details are described in Section 6.4.2. Then smearing functions
measured in Section 5.4 are applied to the background events to emulate the pT resolution of pixel-tracks
from standard tracks. Impacts on the pT shapes are dominant from the events in the CR and smearing
function, while impacts on the normalizations are dominant from the original events in the CR and
TFs. For the fake background, the pT shape is nearly independent of d0 significance, so the pT spectra
in the signal region is directly estimated from the Fake CR. Once the pT spectra of each background
component are obtained, the amount of each background event in the signal region is estimated by fitting
observed pT distribution. Normalizations of the hadron and fake backgrounds are free parameters in

Region name Emiss
T Alternative object to a disappearing track

Ele CR e-subtracted Emiss
T electron

Mu CR µ-subtracted Emiss
T muon

Had CR standard Emiss
T hadron like track

Fake CR no Emiss
T requirement pixel-track with |d0/err(d0) | > 10

Table 7: Definition of CRs
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the fitting. Details of the fitting procedure is described in Section 6.5.

6.3 Event Selection Summary

In this section, write out each event selection and show how the signal and background events look like.
For convenience, the definitions of some specific requirements and regions are summarized in Table 8.
Signal events tend to have high-pT and high-Emiss

T . Therefore, events in the low-pT region are background
dominant even in the high-Emiss

T region. Events in the low-Emiss
T region are also background dominant

even in the high-pT region. The fraction of the fake background among background components is
relatively low in the low-pT region, while it is high in the high-pT region. The very low-Emiss

T region is
included only in the Fake-CR. The middle-Emiss

T and calo-sideband regions are used for the validation
of the fitting method.

6.3.1 Trigger

The trigger efficiency might be different between data and simulation due to mismodeling of trigger
simulation. To estimate the number of signal events correctly, it is important to measure the trigger
efficiency in data and apply it to the signal MC events. Three types of triggers are used for this analysis:
the Emiss

T triggers, single-muon triggers, and single-electron triggers. The Emiss
T triggers are the main

trigger, while the single-muon triggers and the single-electron triggers are only used to calculate Emiss
T

trigger efficiencies and to estimate transfer factors. Due to changing pile-up conditions across the
data-taking periods, the algorithm or the threshold of triggers are also modified to keep the trigger rates
acceptable. The threshold of pT for muons and electrons at the HLT is varying from 20 GeV to 26 GeV

Region name Requirements
low-pT 20 GeV < pT < 60 GeV
high-pT 60 GeV < pT

very low-Emiss
T Emiss

T < 100 GeV
low-Emiss

T 100 GeV < Emiss
T < 150 GeV

middle-Emiss
T 150 GeV < Emiss

T < 200 GeV

high-Emiss
T

200 GeV < Emiss
T for the EWK channel

250 GeV < Emiss
T for the strong channel

calo-veto E topoclus20
T < 5 GeV

calo-sideband 5 GeV < E topoclus20
T < 10 GeV

Table 8: Definition of specific requirements
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Data Period Run Number Trigger Name
2015 D–J [276262, 284484] HLT_xe70_mht

2016 A3–D3 [297730, 302872] HLT_xe90_mht_L1XE50
2016 D4–F1 [302919, 303892] HLT_xe100_mht_L1XE50
2016 F2–L11 [303943, 311481] HLT_xe110_mht_L1XE50
2017 B1–D5 [325713, 331975] HLT_xe110_pufit_L1XE55
2017 D6–K6 [332303, 340453] HLT_xe110_pufit_L1XE50
2018 B–C5 [348885, 350013] HLT_xe110_pufit_xe70_L1XE50
2018 C5–Q2 [350067, 364292] HLT_xe110_pufit_xe65_L1XE50

Table 9: The list of Emiss
T triggers

for muons, and 24 GeV to 26 GeV for electrons, respectively. Since only the Emiss
T trigger is important

for this analysis, it is focused on the Emiss
T trigger in this sub-section.

The Emiss
T trigger chains of each data-taking period are summarized in Table 9. In this analysis, the Emiss

T

trigger efficiency is estimated using real data and applied to the signal MC events. Hence W → µν

candidates are used to measure the trigger efficiency for the signal-like events in data. The following
selections criteria are required to extract nearly pure W → µν events. The contribution of the muon to
the Emiss

T is subtracted so that events have a similar topology to the signal events.

• The muon triggers

• No identified electrons

• Exactly one reconstructed muon with pT > 27 GeV

• 30 GeV < mT < 100 GeV, where mT is defined as

mT =
√

2 pµT Emiss
T

[
1 − cos∆φ(µ, Emiss

T )
]

(21)

• Same requirements for jet pT and ∆φjet,Emiss
T

min as in the signal region described in Section 6.1.3

Then the trigger efficiency is calculated by the fraction of events passing the Emiss
T trigger among the

selected events as a function of the Emiss
T and the leading jet pT. Figure 54 shows the projection of

the Emiss
T trigger efficiencies to the Emiss

T with different Emiss
T triggers in data. The EWK channel and

the strong channel share events and the difference is only requirements for second and third jet pT and
∆φ

jet−Emiss
T

min . The efficiency is almost 100%with Emiss
T > 200 GeV for any Emiss

T triggers in both channels.
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Figure 54: The Emiss
T trigger efficiencies as a function of the Emiss

T with different Emiss
T triggers in data. In order

to emulate the signal topology, the muon contribution is subtracted from Emiss
T .

6.3.2 Kinematic Distribution

Figure 55 and Figure 56 show kinematic distributions after all kinematical selections except for the
target variable (N-1 plot). The di-jets MC samples have a large event weight and statistical error due to
a lack of MC statistics, and the number of events is overestimated especially in the low-Emiss

T region.

6.3.3 Cut-Flow Table

To clarify themeaning of each event selection, cut-flow tables for background events and signal events are
shown in Table 10 and 11 for the electroweak channel, and Table 12 and Table 13 for the strong channel
respectively. For the data and SM background MC, a low-pT pixel-track is required to enhance charged
particle backgrounds. Values in the tables show the number of remaining events after sequential event
selections and relative selection efficiencies. The correction of the pixel dead module map described in
Section 6.4.1 for MC samples is not applied because it will give bias to each selection.

6.3.4 Calorimeter VETO

The main improvement of this analysis is a huge background reduction thanks to a calorimeter veto
requirement. A variable E topoclus20

T is the sum of energies of all topological clusters within ∆R < 0.2
from the track. Figure 57 shows the E topoclus20

T distribution for the background data and the signal MC.
The distribution for the fake background is obtained from the Fake CR, therefore no Emiss

T cut is applied.
Others are required with Emiss

T > 100 GeV. The distribution for the muon background is obtained from
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Figure 55: Kinematic distributions after kinematics selections except on the target variable for the electroweak
channel

the Mu CR, while the distribution for the electron/hadron background is obtained from the low-pT
CR. The signal track is isolated from calorimeter clusters, while the hadron and electron backgrounds
tend to have energy deposits in calorimeters, typically correlated to their track pT. So the requirement
of a calorimeter veto can reduce these backgrounds drastically. The background components in the
low-E topoclus20

T region are dominated by the fake background.
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Figure 56: Kinematic distributions after kinematics selections except on the target variable for the strong channel
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Observed (136.3 fb−1) SM background (MC)
Requirement Events Efficiency [%] Events Efficiency [%]
All events 4.50 × 109 - (1.86 ± 0.02) × 1012 -

GRL and event cleaning 2.05 × 109 46 (1.13 ± 0.01) × 1012 61
Emiss
T trigger 5.59 × 108 27 (6.17 ± 0.32) × 1010 5

Lepton VETO 5.26 × 108 94 (6.12 ± 0.32) × 1010 99
Emiss
T > 200 GeV 6.80 × 106 1 (3.97 ± 2.73) × 108 1

1st jet pT > 100 GeV 6.44 × 106 95 (3.96 ± 2.73) × 108 100
∆φ

jet−Emiss
T

min > 1.0 4.16 × 106 65 (3.83 ± 0.03) × 106 1
low-pT pixel-track 4.32 × 104 1 (4.76 ± 0.43) × 104 1

NPixel
GangedFlaggedFakeHits = 0 3.56 × 104 82 (3.91 ± 0.43) × 104 82

NPixel
SpoiltHits = 0 1.51 × 104 42 (1.44 ± 0.01) × 104 37

NPixel
Outliers = 0 1.51 × 104 100 (1.43 ± 0.01) × 104 99

|d0significance| < 1.5 5.05 × 103 34 (5.94 ± 0.09) × 103 42
|z0 sin θ | < 0.5 mm 4.90 × 103 97 (5.82 ± 0.09) × 103 98
pcone40
T /pT < 0.04 329 7 558 ± 25 10

Highest-pT among isolated pixel-tracks 327 99 551 ± 25 99
∆R(jets) > 0.4 326 100 539 ± 25 98

∆R(MStrack) > 0.4 260 80 447 ± 21 83
Quality > 0.1 249 96 431 ± 21 96

0.1 < |η | < 1.9 223 90 362 ± 19 84
E topoclus20

T < 5.0 GeV 11 5 8.0 ± 2.1 2

Table 10: Summary of event selection cuts for EWK production for the data and the SM background MC samples
which are normalized to 136.3 fb−1.

0 5 10 15 20 25 30 35 40 45 50

 [GeV]
topo cluster
TE

4−10

3−10

2−10

1−10

1

10

F
ra

ct
io

n 
of

 tr
ac

kl
et

s 
/ 2

.5
 G

eV Electron/Hadron

Fake tracklet

Muon

 ) = 600 GeV, 0.2 ns±

1
χ∼( τ ), ±

1
χ∼m( 

 -1 = 13 TeV, 136 fbs

Figure 57: The E topoclus20
T distribution for each background component and the signal. Integrated entries of each

histogram are normalized to 1. The last bin contains the overflow bin.
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Signal MC
(mχ̃±1 , τχ̃±1 ) (600 GeV, 0.2 ns) (600 GeV , 1.0 ns)
Requirement Events at 136.3 fb−1 (Efficiency [%])
All events 1.57 × 103 (-) 1.58 × 103 (-)

GRL and event cleaning 1.38 × 103 (88) 1.40 × 103 (89)
Emiss
T trigger 737 (53) 734 (52)

Lepton VETO 735 (100) 733 (100)
Emiss
T > 200 GeV 395 (54) 391 (53)

1st jet pT > 100 GeV 390 (99) 385 (99)
∆φ

jet−Emiss
T

min > 1.0 367 (94) 362 (94)
pixel-track 20.8 (6) 56.8 (16)

NPixel
GangedFlaggedFakeHits = 0 19.5 (94) 56.2 (99)

NPixel
SpoiltHits = 0 17.6 (90) 53.0 (94)

NPixel
Outliers = 0 17.6 (100) 53.0 (100)

|d0significance| < 1.5 16.1 (92) 50.2 (95)
|z0 sin θ | < 0.5 mm 16.1 (100) 50.2 (100)
pcone40
T /pT < 0.04 14.9 (93) 47.7 (95)

Highest-pT among isolated pixel-tracks 14.9 (100) 46.8 (98)
∆R(jets) > 0.4 14.9 (100) 46.8 (100)

∆R(MStrack) > 0.4 14.8 (100) 46.4 (99)
Quality > 0.1 14.8 (100) 45.6 (98)

0.1 < |η | < 1.9 13.7 (93) 43.1 (95)
E topoclus20

T < 5.0 GeV 13.7 (100) 42.9 (99)

Table 11: Summary of event selection cuts for EWK production for the signal samples which are normalized to
136.3 fb−1.
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Observed (136.3 fb−1) SM background (MC)
Requirement Events Efficiency [%] Events Efficiency [%]
All events 4.50 × 109 - (1.86 ± 0.02) × 1012 -

GRL and event cleaning 2.05 × 109 46 (1.13 ± 0.01) × 1012 61
Emiss
T trigger 5.59 × 108 27 (6.17 ± 0.32) × 1010 5

Lepton VETO 5.26 × 108 94 (6.12 ± 0.32) × 1010 99
Emiss
T > 250 GeV 2.45 × 106 0 (1.57 ± 1.40) × 108 0

1st jet pT > 100 GeV 2.42 × 106 99 (1.57 ± 1.40) × 108 100
2nd jet pT > 20 GeV 2.14 × 106 89 (1.56 ± 1.40) × 108 99
3rd jet pT > 20 GeV 1.62 × 106 75 (1.70 ± 0.04) × 106 1
∆φ

jet−Emiss
T

min > 0.4 1.06 × 106 65 (1.03 ± 0.00) × 106 61
low-pT pixel-track 1.22 × 104 1 (1.33 ± 0.01) × 104 1

NPixel
GangedFlaggedFakeHits = 0 1.02 × 104 83 (1.09 ± 0.01) × 104 82

NPixel
SpoiltHits = 0 4.66 × 104 46 (4.80 ± 0.05) × 103 44

NPixel
Outliers = 0 4.64 × 104 100 (4.77 ± 0.05) × 103 99

|d0significance| < 1.5 1.79 × 103 39 (2.18 ± 0.04) × 103 46
|z0 sin θ | < 0.5 mm 1.75 × 103 98 (2.14 ± 0.04) × 103 98
pcone40
T /pT < 0.04 86 5 159 ± 9.8 7

Highest-pT among isolated pixel-tracks 86 100 157 ± 9.8 99
∆R(jets) > 0.4 85 99 148 ± 9.6 94

∆R(MStrack) > 0.4 70 82 114 ± 8.6 77
Quality > 0.1 67 96 112 ± 8.5 98

0.1 < |η | < 1.9 64 96 93.0 ± 8.1 83
E topoclus20

T < 5.0 GeV 1 2 2.40 ± 0.84 3

Table 12: Summary of event selection cuts for the strong production for data and SM background MC samples
normalized to 136.3 fb−1.
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Signal MC
(mg̃, mχ̃±1 ) (1400 GeV, 1100 GeV) (1800 GeV, 900 GeV)

τχ̃±1 0.2 ns 1.0 ns 0.2 ns 1.0 ns
Requirement Events at 136.3 fb−1 (Efficiency [%])
All events 3.50 × 103 (100) 3.51 × 103 (100) 394 (100) 394 (100)

GRL and event cleaning 3.44 × 103 (98) 3.45 × 103 (98) 390 (99) 389 (99)
Emiss
T trigger 3.25 × 103 (94) 3.26 × 103 (94) 384 (98) 383 (98)

Lepton VETO 3.23 × 103 (100) 3.25 × 103 (100) 380 (99) 380 (99)
Emiss
T > 250 GeV 1.82 × 103 (56) 1.85 × 103 (57) 342 (90) 342 (90)

1st jet pT > 100 GeV 1.82 × 103 (100) 1.85 × 103 (100) 342 (100) 342 (100)
2nd jet pT > 20 GeV 1.82 × 103 (100) 1.85 × 103 (100) 342 (100) 342 (100)
3rd jet pT > 20 GeV 1.81 × 103 (99) 1.83 × 103 (99) 342 (100) 341 (100)
∆φ

jet−Emiss
T

min > 0.4 1.56 × 103 (86) 1.58 × 103 (86) 268 (78) 267 (78)
pixel-track 55.2 (4) 258 (16) 14.4 (5) 44.6 (17)

NPixel
GangedFlaggedFakeHits = 0 51.0 (92) 255 (99) 13.6 (95) 44.0 (99)

NPixel
SpoiltHits = 0 43.3 (85) 242 (95) 12.0 (88) 41.9 (95)

NPixel
Outliers = 0 43.3 (100) 241 (100) 12.0 (100) 41.8 (100)

|d0significance| < 1.5 39.2 (91) 228 (95) 11.1 (93) 39.6 (95)
|z0 sin θ | < 0.5 mm 39.2 (100) 228 (100) 11.1 (100) 39.6 (100)
pcone40
T /pT < 0.04 27.5 (70) 190 (83) 8.6 (77) 34.2 (87)

Highest-pT among isolated pixel-tracks 27.5 (100) 185 (97) 8.5 (99) 33.5 (98)
∆R(jets) > 0.4 27.3 (99) 184 (99) 8.4 (99) 33.4 (100)

∆R(MStrack) > 0.4 26.4 (97) 181 (98) 8.4 (99) 33.1 (99)
Quality > 0.1 26.1 (99) 179 (99) 8.3 (99) 32.7 (99)

0.1 < |η | < 1.9 23.3 (89) 166 (93) 7.4 (90) 29.8 (91)
E topoclus20

T < 5.0 GeV 23.3 (100) 164 (99) 7.4 (99) 29.5 (99)

Table 13: Summary of event selection cuts for strong production for signal samples normalized to 136.3 fb−1.
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6.4 Background Estimation

As shown in Figure 39, the signal charginos have high-pT, while the charged-particle backgrounds tend
to have low-pT due to the calorimeter-veto or other isolation requirements. So the pT of a pixel-track is
used as the final discriminant variable. In this analysis, backgrounds are strongly affected by detector
conditions, so the pT spectra of each background component must be estimated in a data-driven way.
Then the pT shape fitting is performed to the observed data to estimate the number of background
events.

The estimation method of the pT spectra is different for the charged-particle backgrounds and for the
fake backgrounds. For the charged-particle backgrounds, transfer factors from standard objects (e.g.
muon, electron) to disappearing tracks are measured, and then applied to the events in CRs to obtain
the pT spectra. Fake backgrounds arise from random combinations of pixel hits, so they tend to have
large impact parameters compared to the charged-particle backgrounds. The pT spectra of the fake
backgrounds are directly obtained from the fake-rich large impact parameter region.

6.4.1 Muon Background

Figure 58: Overview for muon background estimation.

Muons can be classified as disappearing tracks due to energy loss by scattering in the inner detector
material before reaching the SCT detector, or passing through inactive regions in the SCT modules or
the muon spectrometers (MS). For the muon background template, first, the pT spectrum of tracks is
obtained by requiring almost the same selections as in the signal region except for a requirement of one
muon instead of a disappearing track as single-muon control region (Mu-CR). Then transfer factors,
which are factors of a muon being identified as a disappearing track, is applied. Finally, the muon pT
template distribution is obtained by smearing the track pT.

- Definition of the Mu-CR

The Mu-CR is defined by the following requirements:
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— The same kinematic-selection criteria are required as for the signal region, but exactly one muon
is required. Here, Emiss

T is calculated as if the leading muon was not identified.

— The ID track corresponding to the muon satisfies the same track selection requirements as in the
signal region except for a track pT threshold of 10 GeV instead of 20 GeV, and neither requiring
NSCT = 0, the highest pT, ∆R(muon, IDtrack) > 0.4 nor ∆R(MStrack, IDtrack) > 0.4.

- Measurements of TFµ

pixel−only and TFµ

noMStrack

The transfer factor TFµpixel−only is the factor that ID track of muon is identified as a disappearing track.
The transfer factor TFµnoMStrack is the factor that the muon with a good ID track misses the MS track
requirement. Transfer factors are measured by using Z → µµ events with the tag and probe method.
To enhance Z → µµ events, the muon triggers, no identified electrons, at least one tag muon, at least
one probe muon, and |mtag,probe − mZ | < 10 GeV are required. The definitions of tag muon and probe
muon are described as follows.

Definition of tag muons :

• Reconstructed muons matched to the trigger objects.

• Satisfying signal-muon criteria.

• pT > 30 GeV.

Definition of probe muons for TFµpixel−only measurement :

• MS track with associated ID track within ∆R < 0.2.

• MS track with pT > 10 GeV and |η | < 2.5.

• Associated ID track which satisfies same track criteria as in the Mu-CR except for pT > 10 GeV.

Definition of probe muons for TFµnoMStrack measurement :

• ID track satisfies same track selections as in the Mu-CR except for pT > 10 GeV and additional
requirement for NSCT > 5
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Then the transfer factors TFµpixel−only and TFµnoMStrack are obtained as

TFµpixel−only(pT, η) = Npixel−only(pT, η)/Nmuon(pT, η), (22)

TFµnoMStrack(η, φ) = NnoMStrack(η, φ)/NMStrack(η, φ), (23)

where Npixel−only is the number of probe muons satisfying NSCT = 0, Nmuon is the number of probe
muons identified as good muons, NnoMStrack is the number of probe ID tracks not having a MS track and
NMStrack is the number of probe ID tracks having a MS track. In order to subtract contributions from
fake tracks, same sign (SS) events are subtracted from opposite sign (OS) events by using the sign of
the tag muon and the probe track.

Figure 59 and Figure 60 show the reconstructed dimuon mass distributions for the TFµpixel−only and
TFµnoMStrack measurements, respectively. Only events satisfying |mtag,probe − mZ | < 10 GeV are used
for the calculation of the transfer factors. There is a Z mass peak in the SS pixel-only track category
for TFµpixel−only measurement because the probe track is short and the probability of charge flip is high.
Figure 61 shows the transfer factor TFµpixel−only, it has only 10 bins due to the lack of statistics. Figure
62 (a) shows the mean value of the transfer factor TFµnoMStrack and Figure 62 (b) shows its statistical
error. Since the TFµnoMStrack is almost independent of pT, it is measured in the η − φ plane. The statistic
uncertainty for the TF is evaluated by comparing PDF by using nominal TF values and 1σ shifted TF
values. It is taken as an uncertainty for the normalization of muon background.

- Muon pT template

Finally, the muon pT template can be obtained by applying TFµpixel−only, TFµnoMStrack, and the smearing
function to the events in the Mu-CR. Figure 63 and Figure 64 show NCR

µ,signal and f µ
SR

in the EWK and
the strong channels, respectively.

6.4.2 Electron Background

Figure 65: Overview for electron background estimation.
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(a) Good muon category (OS)
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(b) Good muon category (SS)
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(c) Pixel-only track category (OS)
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(d) Pixel-only track category (SS)

Figure 59: Reconstructed dimuon mass distribution for TFµpixel−only measurement.

Electrons can be classified as disappearing tracks due to energy loss by bremsstrahlung, scattering in
the inner detector material before reaching the SCT detector, or passing through inactive regions in the
SCT modules. The basic strategy to obtain the pT template for the electron background is the same as
that for the muon background.

- Definition of the Ele-CR

The Ele-CR is defined by the following requirements:

— The same kinematic selection requirements as for the signal region, but requiring exactly one
electron. Here, Emiss

T is calculated as if the leading electron is not identified.
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(a) MS track category (OS)

60 80 100 120 140 160 180 200

 [GeV]µµM

1

10

210

310

410

510

E
ve

nt
s

60 80 100 120 140 160 180 200
 [GeV]µµM

0.5

1

1.5

da
ta

/M
C

 

-1 = 13 TeV, 136 fbs

Data 2015-2018

ννZ νWe Zee dijet ττZ
ντW µµZ tt,t νµW VV

(b) MS track category (SS)
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(c) No MS track category (OS)

60 80 100 120 140 160 180 200

 [GeV]µµM

1

10

210

310

410

510

610
E

ve
nt

s

60 80 100 120 140 160 180 200
 [GeV]µµM

0.5

1

1.5

da
ta

/M
C

 

-1 = 13 TeV, 136 fbs

Data 2015-2018

ννZ νWe Zee dijet VV
ττZ ντW tt,t µµZ νµW

(d) No MS track category (SS)

Figure 60: Reconstructed dimuon mass distribution for TFµnoMStrack measurement.
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Figure 61: Transfer factor TFµpixel−only for muon backgrounds
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Figure 62: Transfer factor TFµnoMStrack for muon backgrounds
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Figure 63: The pT spectrum in the Mu-CR and the muon pT template for the EWK channel.
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Figure 64: The pT spectrum in the Mu-CR and the muon pT template for the strong channel.

— The track corresponding to the electron satisfies the same track selection requirements as in the
signal region except for a track pT threshold of 10 GeV instead of 20 GeV, and neither requiring
NSCT = 0, the highest pT nor ∆R(electron) > 0.4.

- Measurements of TFe
pixel−only and TFe

calo−veto

The transfer factor TFe
pixel−only is the factor that ID track of electron is identified as a disappearing

track. The transfer factor TFe
calo−veto is the factor that the electron is isolated from calorimeter clusters.

Transfer factors are measured by using Z → ee events with the tag and probe method same as the muon.
To enhance Z → ee events, the electron triggers, no identified muons, at least one tag electron, at least
one probe electron, and |mtag,probe − mZ | < 10 GeV are required. The definitions of tag electron and
probe electron are described as follows.

Definition of tag electrons :

• Reconstructed electrons matched to the electron trigger objects.

• Satisfying signal electron criteria.

• pT > 30 GeV.

Definition of probe electrons for TFe
pixel−only measurement :

• Calorimeter cluster with associated track within ∆R < 0.2.

• Calorimeter cluster pT > 10 GeV.
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• Calorimeter cluster |η | < 2.5.

• Associated track which satisfies same track criteria as in the Ele-CR except for pT > 10 GeV.

Definition of probe electrons for TFe
calo−veto measurement :

• ID track satisfies same track criteria as in the Ele-CR (see end of Section 6.4.2) except for
pT > 10 GeV and additional requirement for NSCT > 5.

Then the transfer factors TFe
pixel−only and TFe

calo−veto are obtained by

TFe
pixel−only(pT, η) = Npixel−only(pT, η)/Nelectron(pT, η), (24)

TFe
calo−veto(pT, η) = NEclus20

T <5GeV(pT, η)/NEclus20
T >5GeV(pT, η), (25)

where Npixel−only is the number of probe electrons satisfying NSCT = 0, Nelectron is the number of
probe electrons identified as good electrons, NEclus20

T
is the number of probe electrons satisfying the

requirement for Eclus20
T which is the sum of cluster energies within ∆R < 0.2.

In order to subtract contributions from fake tracks, SS events are subtracted from OS events using
the sign of the tag electron and the probe track. Figs. 66 and 67 show reconstructed dielectron
mass distributions for the TFe

pixel−only and TFe
calo−veto measurement respectively. Only events satisfying

|mtag,probe − mZ | < 10 GeV are used for the calculation of the transfer factors. Figure 68 shows the
transfer factor TFe

pixel−only for electron backgrounds. Figure 69 shows the transfer factor TFe
calo−veto for

electron backgrounds. The statistic uncertainty for TF is evaluated by comparing PDF by using nominal
TF values and 1σ shifted TF values. It is taken as an uncertainty for the normalization of electron
background.

- Correction factor for TFcalo−veto

The TFcalo−veto is measured in data by using Z → ee events from standard tracks. Responses to
calorimeter are different for electrons and hadrons, and also for standard tracks and pixel-tracks. So
correction factors are calculated by using single particleMC. Figure 70 shows calorimeter veto efficiency
as a function of truth pT for both electron and pion, and also for both standard tracks and pixel-tracks.
Correction factors should be a function of standard track pT because these are applied to standard
tracks. To convert from a function of truth pT to a function of standard track pT, truth pT distribution
for each standard track pT is obtained. Figure 71 shows the truth pT distribution for standard tracks in
20.0 GeV < pT < 23.9 GeV. Then correction factors are calculated for each standard track pT bin by
using information of Figure 70 and Figure 71. Specifically, the ratio of (electron pixel-track)/(electron
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Figure 66: Reconstructed dielectron mass distribution for TFe
pixel−only measurement

std. track) in calo-veto efficiency is calculated for electron background and (hadron pixel-track)/(electron
std. track) for hadron background. Figure 72 shows the correction factor as a function of standard track
pT. Nearly zero events are left after applying TFcalo−veto in high-pT region, so impact of correction
factors in high-pT region is negligible.

- Electron pT template

Finally, the electron pT template can be obtained by applying TFe
pixel−only, TFe

calo−veto, and smearing
function to the events in the Ele-CR. Figure 73 and Figure 74 show NCR

e,signal and f e
SR

in the EWK and
the strong channels, respectively.
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Figure 67: Reconstructed dielectron mass distribution for TFe
calo−veto measurement.
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Figure 68: Transfer factor TFe
pixel−only for electron backgrounds
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Figure 69: Transfer factor TFe
calo−veto for electron backgrounds
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Figure 73: The pT spectrum in the Ele-CR and the electron pT template for the EWK channel.
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Figure 74: The pT spectrum in the Ele-CR and the electron pT template for the strong channel.
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6.4.3 Hadronic Background

Figure 75: Overview for hadron background estimation.

Hadrons can be also classified as disappearing tracks mainly due to scattering in the detector materials.
It is known that the bias to the shape in the pT spectrum from hadron scattering is small and the
pT-spectrum of interacting hadron tracks is the same as that of non-interacting hadron tracks, so the pT
shape is estimated from non-interacting hadron tracks. The basic strategy to obtain the pT template is
the same as that for the lepton background.

- Definition of the Had-CR

The Had-CR is defined by the following requirements:

• The same kinematic selection requirements as for the signal region

• The leading track is required to have NTRT ≥ 15 and NSCT ≥ 6 for ensuring that charged particles
penetrate the TRT detector without interactions.

• The associated calorimeter activities are required to the track with Econe20
T > 3 GeV and

∑
∆R<0.4

Eclus
T /ptrack

T > 0.5, where Econe20
T is the transverse calorimeter energy deposited in a cone of

∆R < 0.2 around the track excluding ET of its representing calorimeter cluster, and
∑
∆R<0.4 Eclus

T

is the sum of cluster energies in a cone of ∆R < 0.4 around the track, respectively.

- Transfer factor and correction factor

As already described in Section 6.4.2, the TFcalo−veto is different between long tracks and pixel-tracks,
and also between hadron and electron. Hence correction factors for hadron in Figure 72 are applied.
Since the normalization of hadron background is a free parameter in the final fit, only the shape of the
pT spectrum is important. The impact of correction factors is negligible because its shape is almost flat
compared to the track pT spectrum itself.
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- Hadron pT template

Finally, the hadron-pT template is obtained by smearing f had
SR

. Figures 76 and 77 show NCR
had and f had

SR

for the EWK channel and the strong channels, respectively.
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Figure 76: The pT spectrum in the Had-CR and the hadron pT template for the EWK channel.
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Figure 77: The pT spectrum in the Had-CR and the hadron pT template for the strong channel.
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6.4.4 Fake Background

Figure 78: Overview for fake background estimation.

Fake tracks are most likely caused by a wrong combination of space points (wrong seed) or a wrong
extension of pixel-seeded tracks (wrong extension). Using pixel-tracks helps to increase the acceptance
of the decaying chargino tracks at small radii, but also leads to a non-negligible contribution of fake
tracks in the signal search sample. The fake tracks could have anomalously high values of pT and
could mimic signal tracks, therefore, the understanding of their properties and a fair estimation of their
contribution based on data are of particular importance. Fake tracks are most likely originating from a
wrong combination of space-points hence their d0 is broadly distributed, whereas the high-pT chargino
tracks have a good pointing resolution and the d0 distribution clusters around zero. By applying a
tight requirement on the impact parameter for the candidate tracks as described in Section 4.2, the
contribution of fake tracks can be significantly suppressed. Furthermore, pT and d0 of fake tracks are
(most likely) randomly distributed since they arise from randomly combined space-points. This feature
is useful to define pure fake tracks control region (Fake-CR).

- Definition of the Fake-CR

The Fake-CR is defined by the exclusive requirement on the impact parameters as follows:

• Apply almost the same kinematic selection requirements as in the signal region, but without a
Emiss
T selection applied, to increase statistics.

• Apply an exclusive cut on the impact parameter: |d0/err(d0) | < 1.5→ |d0/err(d0) | > 10. Also
apply the same disappearing track selection criteria except for this one.

- Fake pT template

Figure 79 shows the pT distribution of fake tracks with standard model BG MC samples. The fake
background is strongly affected by detector condition, so it is hard to reproduce the pT spectrum byMC.
As shown in the figure, the SM background MC samples hardly reproduce the normalization of data.
That is why data-driven background estimation is important, especially for the Fake background.
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Figure 79: The pT spectrum of fake background.

The pT spectrum of fake tracks is modelled with the following functional form:

f (pT) = exp
(
−p0 · log(pT) − p1 · (log(pT))2

)
, (26)

where p0 is fitting parameter, and p1 almost satisfies following empirical relation p1 = 0.18−0.11∗p0.

The pT shape fitting will be performed as described in Sec. 6.5. For the fake background, the value
of (high-Emiss

T )/(low-Emiss
T ) ratio is constrained by the value in Fake-CR. To consider |d0/err(d0) |

dependence, the |d0/err(d0) | side-band region is also used. Figure 80 shows the definition of the
|d0/err(d0) | side-band region. The number of fake events in (F/E)/(D/C) is used to constrain (B/A)/(D/C)
during the fitting. Measured values are in below :

• EWK : 0.96 ± 0.20 (stat.)

• Strong : 1.14 ± 0.42 (stat.)
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DRAFT

The lepton control sample for electrons (muons) is obtained by applying the same kinematic requirements266

as for the signal, but requiring the presence of exactly one electron (muon) with an associated isolated267

track with pT > 16 (10) GeV.268

The transfer factor is extracted with a tag-and-probe method using Z ! `` events in data, selected by269

using a single lepton trigger. A fully identified lepton is used as tag, while the probe lepton is identified by270

very loose track and calorimeter (in the case of electrons) selections, and by requiring that the tag-probe271

pair has an invariant mass within 10 GeV of the Z boson.272

Tag electrons are required to fully satisfy electron identification criteria, and are required to have pT >273

30 GeV. Probe electrons are identified as calorimeter clusters with an associated track satisfying the same274

quality, isolated high pT and geometrical acceptance requirements described in Section 5. The transfer275

factor is extracted as a function of pT and ⌘ as the ratio of number of probe electrons satisfying the full276

disappearing tracklets selection to that satisfying the full electron selection.277

The transfer factor for muons consists of two components: the probability of a muon ID track to be278

classified as disappearing and the probability of a muon ID track not to have associated MS tracks. The279

first component of the muon transfer factor is estimated with a method similar to the one used for the280

electron transfer factor. The same selections are applied for the tag and probe muons replacing the electron281

identification criteria with those for the muon. The second component is extracted with a similar tag and282

probe method, where tracks with more than 15 TRT hits are used as a probe, and the presence of a283

matching MS track is checked. The transfer factor is measured as a function of pT, ⌘ and � to fully take284

into account the detector geometry.285

Tracklets with mismeasured pT: Mismeasured tracklets are tracklets likely to be seeded from a wrong286

combination of space-points or a wrong extension of pixel-seeded tracklets. The d0 distribution of287

mismeasured tracklets is broad, whereas the high-pT chargino tracklets have a good pointing resolution288

and have values of d0 clustering around zero. The mismeasured control region is defined by requiring a289

|d0 |/�(d0) > 10, and without a Emiss
T requirement. This region is dominated by mismeasured tracklets.290

The pT spectrum of mismeasured tracklets is modelled with the following functional form:291

f (pT) = exp
⇣
�p0 · log(pT) � p1 · (log(pT))2

⌘
, (1)

where p0 and p1 are fit parameters. The pT shape is confirmed to be independent of Emiss
T by comparing292

it in three Emiss
T regions: Emiss

T < 90 GeV, 90 GeV  Emiss
T < 140 GeV and Emiss

T � 140 GeV. A293

slight dependence of the fit parameters on |d0 |/�(d0) is observed by comparing them in three regions:294

10  |d0 |/�(d0) < 20, 20  |d0 |/�(d0) < 30 and 30  |d0 |/�(d0) < 100. The size of the possible295

dependence on |d0 |/�(d0) is added to the uncertainty of the pT template shape.296

Chargino: The signal pT spectrum is estimated by smearing the truth pT distribution of charginos from297

the signal simulation. The parameters of the smearing function for the signal are computed from the298

parameters for muons in data and the di�erence of the parameters for charginos and muons in simulation.299

The Emiss
T trigger e�ciency, which is applied to the simulated signal samples, is measured as a function300

of the o�ine Emiss
T using a data control sample consisting of events selected by the muon triggers and an301

o�ine selection for extracting nearly pure W ! µ⌫ events. For Emiss
T > 200 GeV, the trigger e�ciency302

is almost 100%. The trigger e�ciency for the signal is about 20% depending on the assumed SUSY303

particle masses in EW production. For the strong production, the trigger e�ciency is over 90% when304
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For fake BG, we assume 
- (high-ETmiss)/(low-ETmiss) is independent of d0sig 
- the pT shape is independent of d0sig and ETmiss

The unique pT shape is used in region A,B,C,D. 
(B/A)/(D/C) value is constrained by (F/E)/(D/C). 
EWK : 0.93 ± 0.19 
Strong : 1.12 ± 0.41
* 1.0 means (high-ETmiss)/(low-ETmiss)  is constant

Figure 80: The definition of the |d0/err(d0) |
side-band region for fake background

These values should be 1.0 if there is no dependence in
|d0/err(d0) |. So measured values indicate there is no d0

dependence on the (high-Emiss
T )/(low-Emiss

T ) ratio. Further
detailed studies are performed for the fake background and
summarized in Appendix D.
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6.5 Fitting Method

To estimate the backgrounds in the SR, the pixel track pT templates of the background events are fitted to
the observed data in the high-Emiss

T SR with simultaneously applying the low-Emiss
T and the Fake-CR.

The middle-Emiss
T region is also fitted instead of the high-Emiss

T SR to validate the fitting procedure
as well as the background estimation method. The pT shape fitting is performed using the likelihood
function for the high-Emiss

T SR setup described in the following. For the VR fits, the high-Emiss
T SR is

replaced with the corresponding VR.

The likelihood function L for the pixel track pT in a sample of observed events (Nobs) is defined as

L = Lshape × LFake-CR
shape × Lsyst. (27)

The shape factors represent the probability to observe Nobs events in the low-Emiss
T and high-Emiss

T

regions. The Lshape term is defined as:

Lshape =

low-/high-Emiss
T∏

R

LR
shape ,

with

LR
shape =

exp
(
−∑s,e,µ,h, f

i nR
i

)

NR
obs!

×
∏

NR
obs

*.
,

s,e,µ,h∑

i′

(
nR
i′ · f Ri′ (pT;σi′, αi′)

)
+ nR

f · f f (pT; p0, p1)+/
-
.

The LFake-CR
shape term is defined as:

LFake-CR
shape =

exp
(
−nFake-CR

f

)

NFake-CR
obs !

×
∏

NFake-CR
obs

(
nFake-CR
f · f f (pT; p0, p1)

)
.

Here s, e, µ, h and f are subscripts of the signal process and the electron, muon, hadron and fake
backgrounds respectively; NR

obs is the number of observed events in each of the fitted regions, R =
high-Emiss

T or low-Emiss
T region; nR

i is the estimated number of events of process i in region R; σi′ and
αi′ are the smearing parameters of process i′; p0 and p1 are the parameters for the fake background fit
described in Section 6.4.4; f i is the charged-particle scattering background-shape template for process
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i; nR
f is the estimated number of the fake events in region R and n

low-Emiss
T

f
is a free parameter in the

likelihood fit. The parameter n
high-Emiss

T
f

is calculated from:

n
high-Emiss

T
f

= rCD · exp(rABCD) · nlow-E
miss
T

f
,

with rCD defined as:

rCD =
n

Fake-CR(high-Emiss
T )

f

n
Fake-CR(low-Emiss

T )
f

,

and rABCD defined as:

rABCD = ln
n
high-Emiss

T
f

/n
Fake-CR(high-Emiss

T )
f

n
low-Emiss

T
f

/n
Fake-CR(low-Emiss

T )
f

. (28)

Here rCD and rABCD are terms to constrain the combinatorial fake-track background in the high-Emiss
T SR

relative to that in the low-Emiss
T CR, and nFake-CR

f
is a free parameter estimating the number of events in

the fake pixel-track control region. The rCD is the ratio (high-Emiss
T /low-Emiss

T ) for the fake background.
The nominal value and uncertainty are estimated from the Fake-CR.While the rABCD is a d0 dependence
term of the ratio (high-Emiss

T /low-Emiss
T ). As described in the previous section, no d0 dependence has

been observed between the Fake-CR and the |d0/err(d0) | side-band region within statistical errors. So
the nominal value is set to 0 and the statistical errors are assigned as an uncertainty.

The likelihood Lsyst consists of a product of terms related to the systematic uncertainties in each
background process and the signal process, Lsyst = Ls

syst ×Le
syst ×Lµsyst ×Lh

syst ×L f
syst. Each likelihood

component is defined as below:
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Ls
syst = G

(
σs;σs,∆σs

) × G
(
αs; αs,∆αs

) ×
∏

R

G
(
nR
s ; nR

s ,∆nR
s

)
,

Lµsyst = G
(
σµ;σµ,∆σµ

)
× G

(
αµ; αµ,∆αµ

)
×

∏

R

G
(
nR
µ ; nR

µ ,∆nR
µ

)
,

Le
syst = G

(
σe;σe,∆σe

) × G
(
αe; αe,∆αe

) ×
∏

R

G
(
nR
e ; nR

e ,∆nR
e

)
,

Lh
syst = G

(
σh;σh,∆σh

) × G
(
αh; αh,∆αh

)
,

L f
syst = G (rABCD; 0,∆rABCD) ,

where G(a; b, f ) represents a unit Gaussian function of a with a mean of b and a standard deviation f .
The expected value and the uncertainty of a variable x are represented by x and ∆x respectively.

The likelihood is maximised by minimising the negative log-likelihood function with the MINUIT [42]
package in the RooFit framework [43]. The fit parameters are the normalisations of the hadron and
the fake backgrounds (nR

h
and nR

f ), the p0 and p1 parameters of the function modelling the fake pixel-
track pT distribution described in Section 6.4.4, and nuisance parameters. Each nuisance parameter
represents a source of systematic uncertainty and is allowed to float in the fit with a Gaussian constraint.
The statistical uncertainty of the transfer factors for electrons and muons is propagated into the final
template. The list of floating and constrained nuisance parameters is summarized in Table 14.
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Nuisance parameter Configuration
rCD free-floating

rABCD allowed to vary within uncertainty
nFake-CR
f

free-floating

n
low-Emiss

T
f

free-floating
p0 free-floating
p1 free-floating

n
low-Emiss

T
h

free-floating
n

high-Emiss
T

h
free-floating

n
low-Emiss

T
e allowed to vary within uncertainty

n
high-Emiss

T
e allowed to vary within uncertainty

n
low-Emiss

T
µ allowed to vary within uncertainty

n
high-Emiss

T
µ allowed to vary within uncertainty
α

smearing
h allowed to vary within uncertainty

σ
smearing
h allowed to vary within uncertainty

α
smearing
e allowed to vary within uncertainty

σ
smearing
e allowed to vary within uncertainty

α
smearing
µ allowed to vary within uncertainty

σ
smearing
µ allowed to vary within uncertainty
µs free-floating

n
low-Emiss

T
s allowed to vary within uncertainty

n
high-Emiss

T
s allowed to vary within uncertainty
α

smearing
s allowed to vary within uncertainty

σ
smearing
s allowed to vary within uncertainty

Table 14: List of fitting parameters
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6.6 Systematic Uncertainties

6.6.1 Systematic Uncertainties in Backgrounds

The uncertainties in the normalization of electron and muon background are dominated by the un-
certainties of the TFs, while the shape uncertainties for hadron, electron, and muon background are
dominated by the uncertainties in the smearing parameters. The TF uncertainties are estimated by
statistical uncertainty of the denominator and numerator of the TF itself. The uncertainties in the
smearing function consist of its uncertainties of parameters σ and α for the muon, electron, and hadron
background. The pile-up condition is the largest source of the uncertainty in the smearing parameters,
especially for low-pT pixel-track. The pile-up uncertainty is evaluated by taking the difference between
the nominal values of the smearing parameters and the values obtained from events with different pile-up
conditions. This is done by splitting the dataset into data taken in low (µ < 40) and high (µ > 40) pile-up
conditions, and the full parameter-value differences between the datasets with low- and high- pile-up
are assigned as the systematic uncertainties of the pT dependent smearing parameters.

The uncertainties on rCD and rABCD are assessed from statistical uncertainties in the control regions
used to calculate these parameters. Since fake pixel-tracks are the dominant background in the signal
regions, variations of these parameters are the leading source of uncertainty in both the EWK and
the strong channels. Similarly, the p0 and p1 parameters are varied up and down by their statistical
uncertainties obtained from the fit.

Table 15 shows an impact of each systematic uncertainties which are included in the fitting. The impacts
are calculated by effects of the signal exclusion significant at mχ̃±1 = 600 GeV for the EWK channel,
and mg̃ = 1400 GeV and mχ̃±1 = 1100 GeV for the strong channel.

6.6.2 Systematic Uncertainties in Signal

A breakdown of the systematic uncertainties in the expected number of signal events at the signal region
is shown in Table 17 and 18 for the EWK and the strong signal respectively.

Theoretical uncertainties in the signal cross-section are estimated by computing the changes in the
cross-section when the renormalization and factorization scales, the choice of PDFs, and the strong
coupling constant, αS , are varied independently. Renormalisation and factorization scales are varied
by factors of 0.5 and 2 from their nominal value. The PDF uncertainty is estimated as the maximum
of the uncertainty from the CTEQ6.6 [44] uncertainty band at 68% confidence level and the difference
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EWK channel [%] Strong channel [%]

rABCD 5.2 0.9
rCD 3.2 0.6
σ parameter in signal pT smearing function 2.9 0.1
α parameter in signal pT smearing function 1.7 0.2
p0 parameter in the fake background pT function 0.3 <0.1
p1 parameter in the fake background pT function 0.3 0.2
Normalisation of muon background 0.6 <0.1
Normalisation of electron background <0.1 <0.1
α parameter in muon pT smearing function <0.1 <0.1
σ parameter in muon pT smearing function <0.1 <0.1
α parameter in electron pT smearing function <0.1 <0.1
σ parameter in electron pT smearing function <0.1 <0.1
α parameter in hadron pT smearing function 0.5 0.2
σ parameter in hadron pT smearing function 0.6 0.2

Table 15: Effects of systematic uncertainties on the signal exclusion significance for a representative signal point
with mχ̃±1 = 600 GeV for the EWK channel and mg̃ = 1400 GeV and mχ̃±1 = 1100 GeV for the strong channel.

between the results for the CTEQ6.6 and MSTW2008 NLO PDF [45] sets. Each uncertainty is varied
independently and their effects are added in quadrature.

Uncertainties in the modeling of ISR and final-state radiation (FSR) are estimated by varying the
renormalization, factorization, andmerging scales from0.5 to 2 times their nominal values. Jetmodeling
uncertainties related to the jet energy scale (JES), jet energy resolution (JER), and jet vertex tagging
(JVT) uncertainty are estimated by comparing simulated events and data as described in Ref. [46]. The
pile-up modeling uncertainty is estimated by varying the number of collisions per bunch crossing in
simulation by its uncertainty of 10% of the nominal value. The uncertainty in the Emiss

T track soft-term
(TST) modeling is considered by comparing data and simulated samples using Z → µµ + jets events
as described in Ref. [46]. Figure 81 and Figure 82 show relative variation for each parameters.

The estimation of the trigger efficiency function is described in section 6.3.1, where the efficiency is
measured using W → µν data as a function of Emiss

T subtracting the muon contribution and the leading
jet pT. The statistical uncertainty in the measurement is propagated to the uncertainty in the signal
yield in the signal region. The signal yield after applying the kinematics selection is computed by
applying two trigger-efficiency functions (nominal and shifted). The shifted trigger-efficiency function
is obtained by shifting the efficiency of all (Emiss

T , leading-jet pT) bins to the same direction (up or down)
by 1 σ for a conservative estimation. The maximum difference from the nominal is used as a systematic
uncertainty.

The uncertainty in the pixel-track selection efficiency is evaluated by comparing efficiencies for muons
in the collision data and simulation. Events containing muons from Z boson decays are selected and
muons are re-tracked using only pixel hits as described in Section 5.4. The breakdown of each pixel-
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track selection efficiency is summarized in Table 16. The difference of the overall efficiency between
data and MC, 5.9% is added as the uncertainty of selection efficiency.

The uncertainties in the integrated luminosity are ±2.1%, ±2.4%, and ±2.0% in 2015+2016, 2017, and
2018 respectively. The combined luminosity uncertainty is ±1.7%.
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Figure 81: ISR/FSR systematics calculation at 700 GeV (EWK channel)
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Figure 82: JES, JER, JVT, Pile-up and TST MET systematics calculation at 600 GeV (EWK channel)

Requirement Data Zmumu MC
4 pixel layers 98.58% 99.12%

nGangedFlaggedFake == 0 99.87% 99.91%
Pixel spoilt hits == 0 93.86% 95.34%
nPixel outliers == 0 99.68% 99.69%

Pixel dead module map − − − 89.97%
|d0significance| < 1.5 88.28% 91.12%
|z0 sin θ | < 0.5 mm 99.92% 99.92%
∆R(jets) > 0.4 99.95% 99.96%
Quality > 0.1 95.22% 95.72%

0.1 < |η | < 1.9 90.64% 90.52%
E topoclus20

T < 5.0 GeV 94.04% 93.02%
Total 67.47% 63.50%

Table 16: Track selection efficiency for data and MC
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Chargino mass (GeV)
Source 91 200 300 400 500 600 700 800 900 1000
(Theoretical uncer-
tainty)
Cross-section ( χ̃+1 χ̃

−
1 ) ±2.6 ±4.0 ±4.9 ±5.6 ±6.3 ±6.8 ±7.3 ±7.7 ±8.6 ±8.5

Cross-section ( χ̃±1 χ̃
0
1) ±4.1 ±5.5 ±6.3 ±7.0 ±7.6 ±8.2 ±8.9 ±9.5 ±8.5 ±8.7

(Uncertainties on the ac-
ceptance)
ISR/FSR +15.4

−5.4
+3.5
−11.9

+1.9
−11.1

+0.2
−10.3

+0.2
−9.4

+0.2
−8.4

+0.2
−7.4

+2.6
−6.1

+5.0
−4.8

+7.5
−3.5

JES +3.6
−3.2

+2.6
−2.2

+2.4
−2.0

+1.8
−2.1

+2.3
−2.1

+1.9
−2.3

+2.1
−1.8

+1.5
−2.0

+1.8
−1.6

+1.8
−1.7

JER ±2.1 ±0.8 ±1.3 ±0.5 ±0.7 ±0.6 ±0.4 ±0.5 ±0.9 ±0.8
JVT +0.0

−0.0
+0.0
−0.0

+0.0
−0.0

+0.0
−0.0

+0.0
−0.0

+0.0
−0.0

+0.0
−0.0

+0.0
−0.0

+0.0
−0.0

+0.0
−0.0

Pile-up reweighting +0.0
−0.9

+0.0
−0.2

+0.0
−0.6

+0.0
−0.6

+0.2
−0.1

+0.7
−0.1

+0.2
−0.7

+0.1
−0.0

+0.0
−0.1

+0.3
−0.0

TST MET +0.9
−1.5

+0.5
−0.6

+0.3
−0.3

+0.2
−0.4

+0.3
−0.2

+0.0
−0.4

+0.2
−0.2

+0.2
−0.3

+0.2
−0.3

+0.2
−0.3

Trigger efficiency ±0.3
Signal selection efficiency ±5.9
Luminosity ±1.7
Sub-total ±17.2 ±13.7 ±13.0 ±12.2 ±11.5 ±10.7 ±9.9 ±8.9 ±8.2 ±9.9

Table 17: Summary of systematic uncertainties [%] in the expectation of signal events.

Signal point
Source mg̃ = 1400 GeV, χ̃±1 = 1100 GeV
(Theoretical uncer-
tainty)
Cross-section ±14.4
(Uncertainties on the ac-
ceptance)
ISR/FSR +3.2

−5.1
JES +1.4

−1.5
JER ±0.3
JVT +0.0

−0.0
Pile-up +0.0

−0.0
TST MET +0.0

−0.0
Trigger efficiency ±0.4
Signal selection efficiency ±5.9
Luminosity ±1.7
Sub-total ±8.1

Table 18: Summary of systematic uncertainties [%] in the expectation of signal events.
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6.7 Results

6.7.1 Results in Validation Regions

First, the pT shape fitting is performed in the middle-Emiss
T validation regions (VRs) with the calo-veto

requirement to validate the low-pT region andwith the calo-sideband requirement to validate the high-pT
region. Figure 83 and Figure 84 show the pT spectra of the fitted pixel-tracks in the middle-Emiss

T VRs
for the EWK channel and the strong channel respectively. The numbers of expected and observed events
in the VRs are summarized in Table 19. The calorimeter sideband region is for the validation of the fake
background, and the low-pT region is for the validation of the hadron background. The contamination
of the signal events is negligible in these VRs. These are good agreements between the expected and
the observed in all VRs, so the fitting method works fine.

Electroweak channel Strong channel

Calo. sideband Low pT Calo. sideband Low pT
pT > 60 GeV pT < 60 GeV pT > 60 GeV pT < 60 GeV

Fake 4.3 ± 2.2 5.5 ± 1.5 3.2 ± 1.5 3.5 ± 1.0
Hadron 1.0 ± 0.8 23 ± 6 0.36 ± 0.23 13 ± 4
Electron 0.8 ± 0.5 1.2 ± 1.3 0.29 ± 0.20 0.5 ± 0.5
Muon 0.023 ± 0.007 0.25 ± 0.06 0.012 ± 0.004 0.129 ± 0.032

Total Expected 6.1 ± 1.9 29 ± 5 3.8 ± 1.5 17 ± 4

Observed 5 30 3 18

Table 19: Expected and observed numbers of events and corresponding background predictions in the middle-
Emiss
T validation regions. The uncertainty in the total background prediction differs from the sum in quadrature

of the individual components due to anti-correlation of fit parameters between the backgrounds.

98



6−10

5−10

4−10

3−10

2−10

1−10
1

10

210

310

410

510

T
ra

ck
le

ts
 / 

1 
G

eV

Fake tracklet

Muon
Electron
Hadron

) = ±

1
χ∼(τ), ±

1
χ∼m(

600 GeV, 0.2 ns

Total Background
Data-1 = 13 TeV, 136 fbs

Electroweak production
Calo. sideband VR

100 1000 10000
 [GeV]

T
pTracklet 

0
0.5

1
1.5

2

D
at

a 
/ B

G

(a) Calo. sideband

6−10

5−10

4−10

3−10

2−10

1−10
1

10

210

310

410

510

T
ra

ck
le

ts
 / 

1 
G

eV

Fake tracklet

Muon
Electron
Hadron

) = ±

1
χ∼(τ), ±

1
χ∼m(

600 GeV, 0.2 ns

Total Background

VR

Data-1 = 13 TeV, 136 fbs
Electroweak production

 VRmiss
TEMiddle 

100 1000 10000
 [GeV]

T
pTracklet 

0
0.5

1
1.5

2

D
at

a 
/ B

G

(b) Low pT

Figure 83: Fitting results of pixel-track pT spectrum in the middle-Emiss
T validation regions for the electroweak

production channel. The fake, hadron, electron and muon templates are fitted to observed data events in a
background-only fit. An example of the expected-signal prediction with mχ̃±1 = 600 GeV and τχ̃±1 = 0.2 ns
is overlaid in red. The last bin includes overflow entries. The bottom panel shows the ratio of data to the
background-only prediction.
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Figure 84: Fitting results of pixel-track pT spectrum in themiddle-Emiss
T validation regions for the strong production

channel. The fake, hadron, electron and muon templates are fitted to observed data events in a background-only
fit. An example of the expected-signal prediction with mg̃ = 1400 GeV, mχ̃±1 = 1100 GeV and τχ̃±1 = 0.2 ns
is overlaid in red. The last bin includes overflow entries. The bottom panel shows the ratio of data to the
background-only prediction.
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6.7.2 Results in Signal Regions

Since the validation of the fitting method is done, the pT shape fitting in the high-Emiss
T SR is performed.

Figure 85 and 86 show the pT spectra of the fitted pixel-tracks in the low-Emiss
T CR and the high-Emiss

T

SR for the EWK channel and the strong channel respectively. The numbers of expected and observed
events in the SR are summarized in Table 20. Figure 87 and Figure 88 show the pull and the correlation
matrix of fitting parameters in the EWK channel respectively. The best fit values of nuisance parameters
are also summarized in Table 21. Unfortunately, there is no significant excess above the background
predictions in both channels. Therefore, the probability of a background-only experiment being more
signal-like than observed (p0), its equivalent formulation in terms of the number of standard deviations
(Z), and the upper limit on the model-independent visible cross-section at 95% confidence level (CL)
using the CLs technique are calculated and also summarized in Table 20. For the evaluation of these
model-independent quantities, the number of events in the high-pT region is counted.

Model-dependent exclusion limits at 95% CL are calculated for the various signal models. Figure 89
shows the observed exclusion limit for the wino search in the EWK channel. The expected lower limit
on the mass of a chargino with τχ̃±1 = 0.2 ns is improved from 450 GeV in the previous search to 680
GeV in this search, while a simple scaling from the integrated luminosity of 136 fb−1 gives an expected
mass limit of 530 GeV. The observed limit excludes chargino masses up to 660 GeV on the theoretical
pure-wino prediction line shown with the grey dashed line.

For the higgsino search in the EWK channel, the observed exclusion limit as a function of the chargino
mass and the chargino lifetime is shown in Figure 90 (a), and as a function of the chargino mass and

Electroweak channel Strong channel

Fake 2.6 ± 0.8 0.77 ± 0.33
Hadron 0.26 ± 0.13 0.024 ± 0.031
Electron 0.021 ± 0.023 0.004 ± 0.004
Muon 0.17 ± 0.06 0.049 ± 0.018

Total Expected 3.0 ± 0.7 0.84 ± 0.33

Observed 3 1

p0 (Z) 0.5 (0) 0.38 (0.30)
Observed σvis95% [fb] 0.037 0.028
Expected σvis95% [fb] 0.038 +0.014

−0.009 0.024 +0.009
−0.003

Table 20: Expected and observed number of events and corresponding background predictions in the high-Emiss
T

signal regions with transverse momenta above 60 GeV. The uncertainty in the total background prediction differs
from the sum in quadrature of the individual components due to anti-correlation of fit parameters between the
backgrounds.
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Figure 85: Fitting results of pixel-track pT spectrum in the low-Emiss
T CR and the the high-Emiss

T SR for the
electroweak production channel. The fake, hadron, electron and muon templates are fitted to observed data events
in a background-only fit. An example of the expected-signal prediction with mχ̃±1 = 600 GeV and τχ̃±1 = 0.2 ns
is overlaid in red. The last bin includes overflow entries. The bottom panel shows the ratio of data to the
background-only prediction.
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Figure 86: Fitting results of pixel-track pT spectrum in the low-Emiss
T CR and the high-Emiss

T SR for the strong
production channel. The fake, hadron, electron and muon templates are fitted to observed data events in a
background-only fit. An example of the expected-signal prediction with mg̃ = 1400 GeV, mχ̃±1 = 1100 GeV and
τχ̃±1 = 0.2 ns is overlaid in red. The last bin includes overflow entries. The bottom panel shows the ratio of data
to the background-only prediction.
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Figure 88: Correlation matrix of fitting parameters (EWK channel)
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EWK channel Strong channel
CDRatio 0.14 ± 0.02 0.05 ± 0.01

LogABCDRatio -0.012 ± 0.176 0.080 ± 0.324
Nhigh−MET

electron 0.41 ± 0.41 0.08 ± 0.08
Nlow−MET

electron 1.95 ± 1.89 0.69 ± 0.67
Nhigh−MET

hadron 6.71 ± 3.39 0.62 ± 0.95
Nlow−MET

hadron 52.52 ± 10.10 34.86 ± 8.19
Nverylow−MET

fakeCR 2155 ± 46 2611 ± 51
Nlow−MET

fakeCR 494 ± 22 385 ± 20
Nlow−MET

fake 40.62 ± 8.96 31.75 ± 7.77
Nhigh−MET

muon 0.31 ± 0.10 0.09 ± 0.03
Nlow−MET

muon 0.79 ± 0.37 0.30 ± 0.13
p f ake

0 1.172 ± 0.113 0.996 ± 0.110
p f ake

1 0.171 ± 0.002 0.171 ± 0.002
σ

smearing
electron 0.00 ± 0.08 0.00 ± 0.08

σ
smearing
muon 0.00 ± 0.08 0.00 ± 0.08

σ
smearing
hadron 0.01 ± 0.08 0.01 ± 0.08

α
smearing
electron 0.00 ± 0.12 0.00 ± 0.12

α
smearing
muon 0.00 ± 0.09 0.00 ± 0.09

α
smearing
hadron -0.01 ± 0.09 -0.01 ± 0.09
f caloTF 0.00 ± 0.34 0.00 ± 0.31

Table 21: Summary of best fitted nuisance parameter values

the mass difference is shown in Figure 90 (b). The observed limit excludes chargino masses up to 210
GeV on the theoretical pure-higgsino prediction line shown with the grey dashed line.

For the wino search in the strong channel, the observed exclusion limit as a function of the gluino mass
and the chargino mass is shown in Figure 91 (a) with τχ̃±1 = 0.2 ns and in Figure 91 (b) with τχ̃±1 = 1.0
ns. The maximum reach is 1.4 TeV (1.8 TeV) in the chargino mass and 2.1 TeV (2.18 TeV) in the gluino
mass with τχ̃±1 = 0.2 ns (1.0 ns).
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Figure 89: Exclusion limits at 95% CL obtained in the electroweak production channel with the pure-wino
scenario. The limits are shown as a function of the chargino lifetime and mass. The black dashed line shows the
median expected value, and the yellow band shows the 1σ uncertainty band around the expected limits. The red
line shows the observed limits and the red dotted lines show the 1σ uncertainty from the signal cross-section. The
blue and violet broken lines show the observed limits from the ATLAS results in Refs. [47] and [48] respectively.

104



200 400 600 800 1000
) [GeV]±

1
χ∼m(

0.01

0.02
0.03
0.04

0.1

0.2
0.3

1

2

3

10

) 
[n

s]
± 1χ∼ (τ

 )theoryσ1 ±Observed 95% CL limit (
 )expσ1 ±Expected 95% CL limit (

Theoretical line for pure higgsino
, EW prod. Obs.)-1ATLAS (13 TeV, 36.1 fb

-1 = 13 TeV, 136 fbs

 production (higgsino)

±

1
χ∼ ±

1
χ∼, 

0

2
χ∼ ±

1
χ∼, 

0

1
χ∼ ±

1
χ∼

(a)

200 400 600 800 1000
) [GeV]±

1
χ∼m(

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

) 
[G

eV
]

0 1χ∼
) 

- 
m

(
± 1χ∼

m
(

 )theoryσ1 ±Observed 95% CL limit (
 )expσ1 ±Expected 95% CL limit (

Theoretical line for pure higgsino
, EW prod. Obs.)-1ATLAS (13 TeV, 36.1 fb , EW prod. Obs.)-1ATLAS (13 TeV, 36.1 fb

-1 = 13 TeV, 136 fbs

 production (higgsino)

±

1
χ∼ ±

1
χ∼, 

0

2
χ∼ ±

1
χ∼, 

0

1
χ∼ ±

1
χ∼

(b)

Figure 90: Exclusion limits at 95% CL obtained in the electroweak production channel with the pure-higgsino
scenario. The limits are shown separately for the higgsino lifetime or mass splitting as a function of the chargino
mass. The black dashed line shows the median expected value, and the yellow band shows the 1σ uncertainty
band around the expected limits. The red line shows the observed limits and the red dotted lines show the 1σ
uncertainty from the signal cross-section. The violet broken line shows the observed limits from the previous
ATLAS result [49].

800 1200 1600 2000 2400
) [GeV]g~m(

200

400

600

800

1000

1200

1400

1600

1800

2000

2200

2400

) 
[G

eV
]

± 1χ∼
m

(

-1 = 13 TeV, 136 fbs
) = 0.2 ns

±

1
χ∼(τ

)=33%
0

1
χ∼ qq→ g~)=67%, B(

±

1
χ∼ qq→ g~ production, B(g~g~

 )theoryσ1 ±Observed 95% CL limit (
)expσ1 ±Expected 95% CL limit (

, EW-wino prod. Obs.)-1ATLAS (13 TeV, 136 fb
, Strong prod. Obs.)-1ATLAS (13 TeV, 36.1 fb

)±
1

χ∼) = m(g~m(

(a)

800 1200 1600 2000 2400
) [GeV]g~m(

200

400

600

800

1000

1200

1400

1600

1800

2000

2200

2400

) 
[G

eV
]

± 1χ∼
m

(

-1 = 13 TeV, 136 fbs
) = 1.0 ns

±

1
χ∼(τ

)=33%
0

1
χ∼ qq→ g~)=67%, B(

±

1
χ∼ qq→ g~ production, B(g~g~

 )theoryσ1 ±Observed 95% CL limit (
)expσ1 ±Expected 95% CL limit (

, EW-wino prod. Obs.)-1ATLAS (13 TeV, 136 fb
, Strong prod. Obs.)-1ATLAS (13 TeV, 36.1 fb

)±
1

χ∼) = m(g~m(

(b)

Figure 91: Exclusion limits at 95% CL obtained in the strong production channel. The limits are shown as a
function of the lightest chargino’s mass versus the gluino’s mass, for chargino lifetimes of (a) 0.2 ns and (b) 1.0 ns.
The black dashed line shows the median expected value, and the yellow band shows the 1σ uncertainty around
the expected limits. The red line shows the observed limits and the red dotted lines show the 1σ uncertainty from
the signal cross-section. The observed exclusion limits from this search in the direct electroweak wino production
channel in the minimal AMSB model with (a) τχ̃±1 = 0.2 ns and (b) τχ̃±1 =1.0 ns are overlaid in green. The violet
broken line shows the observed limits from the previous ATLAS result [47].
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7 Discussions and Prospects

In this chapter, the results of the search performed in the previous chapter are compared with the past
and other analyses’ results. Then possible improvements that could be achieved in the future search are
discussed and summarized. Finally, preliminary results of some ideas are shown.

7.1 Discussions and Comparisons

7.1.1 Result of Wino Search in Electroweak Channel

Compared to the previous analysis, the observed limit for the chargino mass on the theoretical pure-wino
line is improved from 460 GeV to 660 GeV. The difference in signal production cross-sections is about
a factor of 5. The integrated luminosity increased from 36.1 fb−1 to 136.3 fb−1, but it contributes
only a factor of 2 by simple approximation. Other contributions come from kinematic selections and
calorimeter veto. The threshold for Emiss

T and leading jet pT is 140 GeV for each in the previous analysis,
while it has changed to 200 GeV and 100 GeV respectively in this analysis. As a result, the signal and
background yields decrease to about 80% and 40% respectively, and then the significance of the signal
improved by a factor of 25%. Calorimeter veto requirement strongly suppresses background events,
especially the electron and the hadron backgrounds. As shown in the cut-flow tables 10 and 12, it
reduces the background by more than 95% in the hadron background dominant low-pT region. These
optimizations improve the sensitivity than statistical gain.

Figure 92 shows the observed limit overlaid with the result of the full Run-2 disappearing track analysis
in the CMS experiment. Compared to the CMS result, this work has higher sensitivity in the short
lifetime region, such as τχ̃±1 = 0.2 ns, while has lower sensitivity in the long lifetime region. There are
some possible reasons. One big difference between this analysis and the CMS analysis is the sensitive
volume. In this analysis, only 4-layer tracks are used for the search, however, in the CMS analysis,
4-layer tracks, 5-layer tracks, and more than 6-layer tracks are used. Therefore, the CMS analysis has
higher sensitivity in the long lifetime region. It is not obvious that the ATLAS analysis could achieve
similar sensitivity in the long lifetime region by using longer tracks. The coverage of the inner tracker
is almost the same in both ATLAS and CMS experiments in a range of about R < 1.1 m, but it consists
of full silicon trackers in the CMS while silicon trackers cover about only R < 0.5 m in the ATLAS. The
TRT detector has higher activities compared to silicon trackers in a high pile-up environment and needs
to figure out a way to be used as a disappearing track condition. This is an advantage for the CMS to
search for the long lifetime region. In contrast, for the short lifetime region, the 4-th layer locates at R
= 122 mm in the ATLAS while it locates at R = 160 mm in the CMS. Hence, the 4-layer track in the
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Figure 92: Exclusion limits for the wino search in the EWK channel with the result of disappearing track search
in CMS experiment [50].

ATLAS is geometrically shorter than the one in the CMS. This is an advantage for the ATLAS to search
for the short lifetime region.

According to the hepdata [51], it is expected that 1.73 (2.85) events in the 4-layer track category (sum
of all categories) for the signal at (mχ̃±1 , τχ̃±1 ) = (700 GeV, 0.3 ns) in the CMS analysis at 41.5 fb−1,
while 2.2 events are expected in this analysis with the same signal point and integrated luminosity. The
observed number of events is 33 in the CMS 4-layer track category with the 2017+2018 dataset [50],
while it is 3 events in this analysis with the full Run-2 dataset. The thresholds of Emiss

T and the leading
jet pT are 120 GeV and 110 GeV respectively in the CMS, while there are 200 GeV and 100 GeV in this
analysis. Tight Emiss

T cut loses signal efficiency to some extent, but it has a strong background rejection
power. These factors might cause differences in sensitivity.
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Figure 93: Summary plot for higgsino search in the ATLAS experiment [52]. The production cross-section
assumes pure higgsinos.

7.1.2 Result of Higgsino Search in Electroweak Channel

Figure 93 shows a summary plot for higgsino search in the ATLAS experiment. The orange area is the
result of this work and covers a short lifetime region up to 210 GeV at the pure-higgsino prediction line.
The multi-lepton analysis, which focuses on the leptonic decay of charginos, covers a region of ∆mχ̃1

> 1 GeV. Along with ∆mχ̃1 , lifetime τχ̃±1 becomes shorter and decay products of the charginos become
higher momentum. Lifetime is τχ̃±1 < 1 ps at ∆mχ̃1 = 1 GeV, so charginos decay instantly in this region.
There is an uncovered region between the disappearing track analysis and the multi-lepton analysis. In
this region, charginos are too short to reconstruct track and also decay products are too soft to identify
particle type. Therefore, it is important to develop a new approach to prove this region.

7.1.3 Result of Wino Search in Strong Channel

Figure 94 shows a comparison of results between the disappearing track search in the strong channel
and an inclusive SUSY search in the 0-lepton channel at the ATLAS experiment. The inclusive 0-lepton
search is performed by using multi-jets and Emiss

T . The same signal as the disappearing track search in
the strong channel can be also explored by the 0-lepton analysis because if charginos are missed they are
observed as missing energy. Furthermore, the chargino mass is almost the same as the neutralino mass
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in the disappearing track analysis, so the kinematics of signal topology is the same. Compared to the
0-lepton analysis, the maximummass reach for the gluino is low, while the maximummass reach for the
chargino is high, especially near the diagonal region. There are some possible reasons. In this analysis,
kinematical requirements for the strong channel are optimized to the diagonal region by relaxing the
threshold for jets pT, while the 0-lepton analysis prepared many signal regions and chose the optimal
kinematical chain for each phase space. In addition to the difference in kinematical requirements, the
disappearing track analysis loses some efficiency by requiring a disappearing track object. That is
why the 0-lepton analysis has better sensitivity in high gluino mass with low LSP mass region. In
contrast, the 0-lepton analysis is not so good in the diagonal region because the mass difference between
the gluino and the LSP is low and it results in a low jet activity. Loose jet requirements bring up
many background events, but a disappearing track object has a strong power of background reduction.
Hence, this analysis has good sensitivity in the diagonal region. Of course, the degree depends on the
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Figure 94: Summary plot of search for gluinos decaying to the LSPs in the ATLAS experiment. The inclusive 0-
lepton search [53] assumesB(g̃ → qq χ̃0

1) = 100%, but the sensitivity should be the same forB(g̃ → qq χ̃±1 ) = 67%
and B(g̃ → qq χ̃0

1) = 33% because charginos are observed as missing energy if the lifetime of chargino is short
enough.
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lifetime.

The CMS also performed the search for gluinos with disappearing track objects [54]. The analysis
method is similar to the 0-lepton analysis rather than this analysis. They just include disappearing track
objects as a variable to categorize signal regions in the multi-bin analysis. The benchmark signal points
are different from this analysis, so a fair comparison is difficult. It seems the sensitivity in the diagonal
region with a low lifetime (e.g. τχ̃±1 = 0.2 ns) is similar to this analysis, however, they have better
sensitivities in other phase spaces.
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7.2 Possible Items for Improvements of Sensitivity

The sensitivity of the search for long-lived charginos has been improved by increasing the statistics
nearly four times and implementing the additional requirement for the background reduction. However,
there is still much room for improvement in this analysis. In this section, several ideas and on-going
efforts for future disappearing track search are discussed.

Improvements in the sensitivity are achieved by increasing signal efficiency and decreasing the number
of background events. There are limited ways to increase signal efficiency: to improve trigger efficiency
or track efficiency.

Disappearing Track Trigger The special trigger which is a combination of Emiss
T and disappearing

track object is developed for the disappearing track analysis in Run-3. The boosted decision tree (BDT)
is used to distinguish signal tracks and background tracks. Figure 95 shows the integrated signal
efficiency with respect to the L1 trigger (Emiss

T > 50 GeV) selection. It is expected to improve trigger
efficiency within an acceptable trigger rate of 10 Hz at HLT. However, it needs further study to discuss
the exact gain because Emiss

T is one of the strong variables of background reduction, and relaxing the
Emiss
T threshold brings up many background events.

Track Reconstruction The disappearing track search reported in this thesis has been performed by
using only 4-layer pixel-tracks. Therefore, simply by using more shorter or longer, i.e. 3-layer pixel-
tracks or pixel+SCT tracks, wider phase spaces can be explored. Expected sensitivity by using various
lengths of tracks is discussed in the next sub-section.

In contrast with signal efficiency, there are several ideas to reduce background events.

Vertex Constraint One of the main issues with a short track is poor momentum resolution. Since
the signal track should come from the beam origin, recalculating track parameters with primary vertex
as an additional hit improves momentum resolution. Figure 96 shows the residual distribution of pT
for 3-layer tracks and 4-layer tracks with and without vertex constraint. Signal charginos have high pT
while background tracks derived from charged particles tend to have low pT, so the improvement of
momentum resolution gives better background separation.
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Figure 95: An integrated HLT trigger efficiencies w.r.t. L1 Emiss
T trigger for the chargino-pair events [55].

Figure 96: The residual distribution of q/pT for the signal charginos with various tracks.
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Pixel dE/dx Since the target signal is a massive charged particle, its β (=v/c) is relatively low and
tends to have high dE/dx. As a chargino with a long lifetime (τχ̃±1 > 4.0 ns) is searched by using
dE/dx, the dE/dx is useful for chargino search and its technique is already established. Furthermore,
the dE/dx is calculated from only pixel detectors, so no special treatment is required for the 4-layer
track. Additional study is required for the 3-layer or 2-layer track, though. Figure 97 shows the dE/dx

distribution of pixel-tracks for the signal MC (wino) with τχ̃±1 = 1.0 ns and background events. As
shown in Figure 97(a), heavier charginos tend to have large dE/dx. Figure 97(b) shows the comparison
to background events. The signal charginos have larger dE/dx than background events. It is known that
the dE/dx value in data is lower than the simulated value due to the mismodeling of radiation damages
to pixel sensors, but the difference is expected to be an order of 10%. Only the fake background has
broad tails, while other background components have narrow and similar shapes with each other. Figure
98 shows the efficiencies with a lower limit for dE/dx values. Even setting just a loose lower limit is
expected to reduce the background events. Since the charginos with low lifetime like higgsinos need to
be boosted to reconstruct tracks, the dE/dx value becomes low along with increasing β.

Soft Pion Tagging The fake track tends to be isolated from other objects and can accidentally pass
requirements for event selections. Hence, there is a very limited way to reduce the fake background.
Because the fake tracks arise from random combinations of pixel hits, the number of fake backgrounds
increases dramatically as tracks get shorter. If the soft pion, the decay product of charginos, can be
tagged, the signal track can be identified as a kinked track which consists of chargino’s short track
with pT of O(100 GeV) and pion’s large radius track with pT of O(100 MeV). Therefore, it can reduce
background events, including fake tracks.
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Figure 97: The dE/dx distribution of pixel-tracks.
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Figure 98: Efficiency with a lower limit for dE/dx value.

Figure 99(a) shows reconstruction efficiency for the soft pion as a function of the truth pT. Performance
is evaluated by using the higgsino MC samples. The efficiency achieved 40 - 50 % at pT = 300 MeV. To
reconstruct the large radius soft pion track, combinations of three SCT space points are required to have
a pT > 200 MeV within ∆R < 0.8 from the pixel-track as a seed. Then track seeds are extended into
tracks with at least 6 hits. Figure 99(b) shows vertex reconstruction efficiency as a function of the soft
pion production vertex position. Both denominator and numerator are considered only truth-matched
tracks. A two-track vertex fit is performed for all combinations of pixel tracks and large radius tracks
within ∆R < 1.5. The fitting procedure is described in Ref. A, and vertex radius is required to be 85
mm < r < 300 mm. The tagging efficiency achieved 80 - 90 % for the signal tracks. As described in
Section 2.5, the pion pT is correlated with the mass difference ∆mχ̃1 , soft pion tagging is useful for
the higgsino search rather than the wino search. Since many large radius tracks are originating from
hadronic interactions with detector materials, the study of background rate is important to evaluate the
gain of this technique.

7.3 Expected Sensitivity in Future Search

In this sub-section, the expected sensitivity of future searches with various lengths of tracks is discussed.
The dependences of track length, such as the momentum resolution and the tracking efficiency are not
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Figure 99: Reconstruction efficiency for (a) soft pion tracks and (b) vertex of the chargino and pion [56].

considered and the overall track efficiency including selection efficiency is assumed to be 50%. An
increase in the number of backgrounds is also not considered by assuming the background can be
removed by using ideas in the previous sub-section. So only the signal gain by using the various lengths
of tracks is considered. These assumptions might be conservative for long tracks. Because current
track efficiency is already higher than 50% and the charged particle background decreases thanks to the
higher momentum resolution. Moreover, the fake background also decreases along with an increasing
number of hits constituting a track. For the opposite reasons, the assumptions might be optimistic for
short tracks. But these are not unfeasible assumptions by future efforts.

For Run-2 or Run-3 detectors, it is promising to use the 3-layer track (R = 88.5 mm) to the 7-layer track
(R = 443 mm) as a disappearing track. In order to use the longer track, i.e. the 8-layer track, further
study of a disappearing track condition is required because the SCT veto is not available anymore and
the TRT veto is not strong as the SCT veto. To use the shorter track, i.e. the 2-layer track, further
ideas to reduce background events need to be considered in addition to the ideas listed in the previous
sub-section. The disappearing track is required to be consisting of only barrel layers. If an end-cap layer
is included the length of the lever arm is not determined and treatment becomes difficult because the
momentum resolution is changing. Figure 100 shows the distribution of the chargino decay position.
The red dotted lines indicate the detector position of the Pixel and the SCT. The chargino tends to fly
toward the central region, so requiring only barrel layers does not lose acceptance so much. Figure
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Figure 100: Decay position of the signal chargino. The red dotted lines indicate the detector position of the Pixel
and the SCT detectors.

101 shows how much the signal efficiency increases as a function of the lifetime. The green line is a
promising scenario and it is expected to increase twice for the various lifetime regions and 4 times for
the short lifetime region. The orange line is an aggressive scenario and the statistics in the short lifetime
region increase dramatically. Figure 102 shows the expected sensitivity by using various lengths of
tracks with the same statistics as the Run-2. Improvements of more than 100 GeV in any lifetime region
are expected even the promising configuration. The expectation of the aggressive scenario in the short
lifetime region is not accurate due to a lack of signal samples.
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7.4 Chargino Mass Reconstruction

After the discovery of the signal, it is important to determine the mass of charginos. Since the mass of
the lightest chargino and the lightest neutralino are highly degenerate in the scenario of this analysis,
the measurement of the chargino mass corresponds to the measurement of the dark matter mass.

The 5-parameters function describing how the Most Probable Value (MPV) 
of the specific energy loss  depends on βγ has been defined by searching 

for a functional form which adequately describes the simulated data.  

22%

Choice of the dE/dx Fit Function  

Figure 103: The Pixel dE/dx for standard particles [57].

The energy loss of a charged particle is described by the Bethe-Bloch formula. Figure 103 shows the
Pixel dE/dx as a function of βγ for pions, kaons, and protons, where γ is the Lorentz factor defined
as γ = 1/

√
1 − β2. Since the dE/dx follows the function of βγ and also particle mass M can be

expressed as M = p/(βγ), the chargino mass can be reconstructed from the dE/dx and its momentum
p. However, a poor momentum resolution is the one of main issues for disappearing track searches.
Figure 104 shows the dE/dx as a function of the track momentum for the disappearing track candidates
of the (mχ̃±1 , τχ̃

±
1
) = (600 GeV, 1.0 ns) signal sample . The lower cut for dE/dx > 1.0 [MeV · cm2/g]

is applied to reduce the contamination of background tracks. Due to a poor momentum resolution, the
dE/dx seems to be independent of the pT.

To solve this issue, two disappearing tracks are required so that their pT can bemathematically calculated
from the directions of charginos and the Emiss

T . This method is called the collinear approximation and is
used to reconstruct the invariant mass in ττ decays of a higgs boson. The same strategy is also used in
Ref.[58] to reconstruct the momenta of charginos and the mass. In Ref.[58], the measurement at FCC
(Future pp Circular Collider) with

√
s = 100 TeV is assumed, and the track β is assumed to be measured

by the timing-capable sensors instead of the pixel dE/dx. Figure 105 illustrates the principle of chargino
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Figure 104: The dE/dx vs momentum plot for the reconstructed disappearing track candidates.

mass reconstruction. In an ideal situation, the Emiss
T corresponds to the vector sum of neutralinos’ pT.

Since the pT of neutralino is almost the same as the pT of chargino due to the small mass splitting, the
vector sum of charginos’ pT corresponds to the Emiss

T . Track momenta are calculated from the following

Figure 105: Mathematical reconstruction of chargino pT.
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formula :

pT,1 = + Emiss
T ·

cos φ0 · sin φ2 − sin φ0 · cos φ2

cos φ1 · sin φ2 − sin φ1 · cos φ2
, (29)

pT,2 = − Emiss
T ·

cos φ0 · sin φ1 − sin φ0 · cos φ1

cos φ1 · sin φ2 − sin φ1 · cos φ2
, (30)

where φ0 is the direction of Emiss
T , φi and pT,i (i = 1, 2) are track parameters for each track.
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Figure 106 shows the residual distribution of 1/pT for various lengths of tracks and inclusive tracks
with pT calculated by the collinear approximation technique. By using the collinear approximation
technique, better pT resolution than standard tracks can be achieved for any track. The calculation
fails when the direction of Emiss

T is not inside the acute angle of the two tracks. The pT reconstruction
efficiency is 98% for the 600 GeV EWK signal sample. To estimate the number of events with the two
disappearing tracks requirement, the following event selection is applied.

• The Emiss
T triggers

• Emiss
T > 100 GeV

• pT > 100 GeV for the leading jet

• ∆φjet−Emiss
T

min > 0.4

Since background events can be reduced by O(10−5) for each disappearing track, the applied event
selection is loose. As a disappearing track, from 4-layer to 7-layer track is considered.

10− 5− 0 5 10 15 20 25 30 35 40
]-1 [TeV

T
 1/pΔ

3−10

2−10

1−10

1

a.
u.

4-layer track
5-layer track
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collinear approx.

Figure 106: Comparison of the pT resolution between the reconstructed track parameter and calculated by the
collinear approximation.
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Figure 107 shows the dE/dx as a function of the track momentum reconstructed by using the collinear
approximation technique for the (mχ̃±1 , τχ̃

±
1
) = (600 GeV, 1.0 ns) signal sample. The lower cut for dE/dx

> 1.0 [MeV · cm2/g] is applied to reduce contamination of background tracks. The green dotted line is
the expected line for proton and gray dotted lines are expected lines for mχ̃±1 = 91 GeV ∼ 1000 GeV by
almost 100 GeV step. The red dotted line is a fitted line with the following function:

Mreco = p ·
(
dE/dx − B

A

) 1
C

, (31)

where A = 0.9305 [MeV · cm2/g], B = 1.039 [MeV · cm2/g], and C = 2.074. This function is motivated
by the Bethe-Bloch formula and constant parameters are measured with minimum-bias data [59]. The
best-fit value is Mreco = 535 GeV and it is lower than the true value. Without the collinear approximation
technique, the momentum resolution is too bad to reconstruct their particle mass.
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Figure 107: The dE/dx vs momentum plot for the (mχ̃±1 , τχ̃
±
1
) = (600 GeV, 1.0 ns) signal sample by using the

collinear approximation to reconstruct the pT. The green dotted line is the expected line for the proton and each
gray dotted line is for the signal charginos with mχ̃±1 = 91 GeV ∼ 1000 GeV by almost 100 GeV step which is
listed in Table 3. The red dotted line shows the best-fit value with the expected function.
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Figure 108: Reconstructed chargino mass distribution.

Figure 108 shows the 1-D and 2-D histograms of the reconstructed mass distribution. This time, particle
mass is measured by fitting the 1-D histogram with a gaussian in the range of [µ − σ, µ + σ]. Figure
109 shows the ratio of the reconstructed mass to the truth mass as a function of a chargino mass.
Reconstructed masses tend to be estimated lower overall, and the ratio is almost flat up to 1 TeV. The
current dE/dx value is calculated using a truncated mean [57], and it is known that this method can
cause the bias. This bias can be removed by improving the calculation of the dE/dx value.
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Figure 109: Chargino mass dependence of the mass reconstruction.
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Finally, a precision of chargino mass measurement with limited statistics is estimated. Figure 110
shows the distribution of estimated chargino mass for each measurement. Each color shows the number
of events used to estimate chargino mass and each entry means the result of each measurement with
corresponding statistics. From this result, the probability that the measured mass is within 100 GeV of
the truth chargino mass is more than 90% with 5 events, i.e. 10 entries of tracks. The expected number
of signal events for 600 GeV chargino is 5 (116) events at τχ̃±1 = 0.2 ns (τχ̃±1 = 1.0 ns), and for 1000
GeV chargino is 0.4 (9) events at τχ̃±1 = 0.2 ns (τχ̃±1 = 1.0 ns) with an integrated luminosity of 3000 fb−1

in Run-2 environment. Since this method requires two disappearing tracks, the improvement in track
reconstruction efficiency works as a square. Therefore, if the track efficiency becomes twice, the overall
event selection efficiency improves by a factor of 4. For example, it can be achieved by using 3-layer
tracks in the current detector geometry. Since this chargino mass reconstruction method is independent
of track length, it even works for 2-layer tracks. By using 2-layer tracks, the track efficiency improves 4
times, so the number of events with two disappearing tracks increases 16 times. However, the second
innermost layer of the HL-LHC inner tracker is aligned at R ' 100 mm. It is very far compared to the
current second innermost layer of R = 50.5 mm. Therefore, once the long-lived chargino is discovered,
it is important to implement an inner layer to increase statistics for the mass measurement.

Figure 110: Expected precision of chargino mass measurement with certain statistics. Each color shows the
number of events used to estimate chargino mass. The σ is the RMS value of each histogram.
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8 Conclusions

This thesis presented the search results for long-lived charginos by using a disappearing track comprising
four-pixel layer hits in pp collisions at

√
s = 13 TeV with the full Run-2 ATLAS data. An important

compressed mass region of the electroweak SUSY can be explored by using a disappearing track object.
The search was performed for the pure-wino and -higgsino LSP scenarios in the electroweak channel and
for the pure-wino LSP scenario in the strong channel. Thanks to the calorimeter veto, the background
events can be reduced to a few events. No significant excess was found above the background predictions
in both channels; hence, the new exclusion limits at 95% CL were calculated for each signal model. The
observed limit in the electroweak channel excluded chargino masses up to 660 GeV on the theoretical
prediction line for the pure-wino LSP scenario and 210 GeV for the pure-higgsino LSP scenario. The
maximum reach in the strong channel was 1.4 (1.8 TeV) and 2.1 (2.18 TeV) TeV on the chargino and
gluino masses, respectively, with τχ̃±1 = 0.2 ns (1.0 ns).

Compared to the previous analysis, sensitivity was improved by a factor of 5 in the signal production
cross-section. The wino search result in the electroweak channel showed better sensitivity than the
CMS full Run-2 result in the short-lifetime region. By contrast, worse sensitivity was observed in the
long-lifetime region. As regards the higgsino search, only this analysis can explore the pure-higgsino
prediction region in the ATLAS experiment. For the wino search in the strong channel, this analysis
exhibited a better sensitivity than the inclusive search for the strong SUSY in the diagonal region, where
the mass difference between the gluino and LSP masses was low.

Future disappearing track searches can employ several ideas to improve the sensitivity. By using various
track lengths, the chargino mass reach is expected to improve to more than 100 GeV, even with the
same dataset. Once the long-lived chargino is discovered, its mass might be reconstructed from dE/dx

and momentum. A sufficient momentum resolution for the chargino mass measurement is obtained
by requiring two disappearing tracks and by calculating the momentum using collinear approximation.
The chargino mass is expected to be measured within 100 GeV from the truth value with five events.
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Appendices

A Validation of Using Wino Samples for the Higgsino Search

Wino samples are validated by comparing CLs values between two conditions at 200 GeV mass point.
One is expected from 200 GeV wino samples and another one is estimated by interpolation between
160 GeV and 240 GeV higgsino samples. Results are summarized in Table 22. The difference between
them is too small so the wino samples are available for the higgsino sensitivity calculation.

Lifetime
0.03 ns 0.04 ns

Estimated from wino 0.184 0.005
Higgsino interpolation 0.203 0.007

Table 22: CLs-value for 200 GeV higgsino
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B Validation of Lifetime Reweighting

Lifetime reweighting method is validated by using (mg̃ = 1400GeV,mχ̃±1 = 1100GeV) sample in the
strong channel. Table 23 shows the cut-flow. First column is number of events with 0.2 ns signal
sample. And second column is number of events for 0.2 ns from 1.0 ns signal sample by using lifetime
reweighting. These numbers are good agreement within MC statistic errors.

Requirement 0.2 ns sample Lifetime reweighted from 1.0 ns sample
All events 3498.3 ± 23.9 3506.9 ± 23.85
Trigger 3161.5 ± 22.3 3177.1 ± 22.29

Lepton VETO 3148.1 ± 22.2 3164.6 ± 22.25
Emiss
T > 250 GeV 1823.9 ± 17.3 1852.3 ± 17.38

1st jet pT > 100 GeV 1820.0 ± 17.3 1847.6 ± 17.36
2nd jet pT > 20 GeV 1819.9 ± 17.3 1847.3 ± 17.36
3rd jet pT > 20 GeV 1804.9 ± 17.2 1833.9 ± 17.31
∆φ

jet−Emiss
T

min > 0.4 1558.4 ± 15.9 1578.2 ± 15.99
Pixel-Track 31.3 ± 2.0 32.8 ± 2.65
Quality cut 30.5 ± 2.0 30.0 ± 2.07
Isolation cut 22.0 ± 1.7 23.2 ± 1.88

Geometrical cut 19.8 ± 1.6 21.4 ± 1.79
Calo-veto 19.8 ± 1.6 21.4 ± 1.79

pT > 60 GeV 14.8 ± 1.2 16.0 ± 1.34

Table 23: Summary of kinematic and tracklet selection cuts for the strong production for signal sample normalized
to 136 fb−1.
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C Signal Extraction Test

To validate the fitting procedure with signal excess, pseudo datasets are generated based on each BG
component and signal. A number of produced events fluctuates to a Poisson distribution. Real data is
used for each CRs to obtain background templates. Figure 111 shows the result of signal extraction test
with signal at 700 GeV chargino mass. 100 trials are performed for each mu value, the signal strength.
The signal is successfully extracted for each mu value.
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Figure 111: The impact of nuisance parameters on signal strength
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D Properties of Fake Background

Several properties of the fake background are scrutinized for validation purposes.

D.1 Emiss
T Dependence

Since a normalization of the fake-tracklet background is determined using low/middle-Emiss
T control

region, it is important to check the fake-tracklet pT shape in several Emiss
T regions. Figure 112 shows a

comparison of the tracklet pT shape of the fake background for each Emiss
T regions. In the left figure,

Emiss
T region is divided into three to have enough statistics for each regions. In the right figure, Emiss

T

region is divided into four regions, i.e. very low-Emiss
T , low-Emiss

T , middle-Emiss
T and high-Emiss

T regions.
The nominal pT shape used in the signal region is shown in the blue broken line and pT shapes of each
Emiss
T regions are shown in colored points. The center of x-value is a little bit shifted intentionally to

make it easier to see error bars for each categories. The statistical error is a big in high-Emiss
T region

due to a lack of statistics, there is a 2155 events in very low-Emiss
T region while high-Emiss

T region has
only 69 events. It looks that there is no clear dependency.
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Figure 112: The fake-tracklet background shapes in each Emiss
T region
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D.2 d0 Dependence

In order to know the order of the impact by a possible fake-BG-shape dependence on the d0-significance,
the fake pT spectrum is estimated by using the d0-significance sideband region (3 < d0 sig < 10) instead
of the fake CR. Figure 113 shows the fake shape in different d0 significance regions. The shape in the
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Figure 113: The d0-significance dependence of the fake BG shapes

sideband is clearly different because of non-fake components. Nevertheless, the conservative impact
of the possible uncertainty in the fake-shape was calculated using the fit on the Asimov data where
the signal µ=1 was assumed. The best-fit signal strength was changed by only ∆µ = 0.03 due to the
difference in the fake-shape in the sideband and that in the fake CR. Since this impact is much smaller
than other fake-related systematic uncertainties, this uncertainty can be ignored.
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D.3 Pile-Up Dependence

Since the fake-tracklet is originating from mis-combination of hits from low-pT track, which might be
dominated by pile-up tracks, there might be a dependency against pile-up condition. Figure 114 shows a
comparison of the fake-tracklet pT shape between three 〈µ〉 events. It looks there is no clear dependency
among each pile-up events.
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Figure 114: The pileup dependence of the fake BG shapes

Besides on pile-up dependency, a condition of the inner detector could be a source of dependency for
the fake-tracklet background. Also the normalization of the fake-tracklet background is estimated by
using an assumption of a ratio of high-Emiss

T to low-Emiss
T region, it is important to check this ratio as a

function of pile-up and data taking period. Figure 115(a) and (b) shows a ratio of the number of events
in high-Emiss

T to low-Emiss
T as a function of pile-up and data taking period respectively. There is no

dependency against both pile-up condition and data taking period.
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Figure 115: The (high-Emiss
T )/(low-Emiss

T ) ratio of fake-tracklet background
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D.4 Parametrization of Fake Function

Originally, the parameters of the fake function p0 and p1 had an almost -100% correlation. So the new
parametrization which do not correlate with each other is introduced.

Figure 116 shows a chi-square map of the fitting result of fake CRwith fixed p0 and p1 values. Small chi-
square values are distributed in linear, so the correlation can be suppressed by rotating parametrization.
The rotated parameters can be defined in the following formula.

p0 = p′0 cos θ − p′1 sin θ (32)

p1 = p′0 sin θ + p′1 cos θ (33)

Figure 117 shows the correlation value as a function of rotation angle θ. As shown in Figure 88, the p0

and p1 are independent with rotated parametrization θ at -0.0973. The expected number of BG does not
change with this modification. The impact of systematics on signal strength ∆µ is calculated by using
Asimov data, and it is less than 0.002.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

p
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.51
p

0

1

2

3

4

5

6

7

8

9

10

Figure 116: The chi-square map with fixed p0
and p1 values
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