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Abstract

The discovery of a Higgs boson in 2012 at the Large Hadron Collider and subsequent measurements of its
properties represent a major milestone in the understanding of electroweak symmetry breaking. A study
of the vector boson scattering provides essential tests that the Higgs mechanism is the sole source of the
electroweak symmetry breaking. Additionally, new physics beyond the standard model that alters the
quartic gauge couplings or the presence of additional resonances predicts enhancements for amplitudes
of the vector boson scattering at high transverse momentum of the vector bosons and high invariant mass
of the diboson system.

This thesis reports the first study for the weak vector boson scattering processes with semileptonic final
states (WW/WZ/ZZ + jj → lvqq/llqq/vvqq + jj) with data collected by the ATLAS detector in
2015 and 2016 at the Large Hadron Collider corresponding to an integrated luminosity of 35.5 fb−1.
The vector boson scattering processes with semileptonic final states are measured with an observed
(expected) significance of 2.7 (2.5) standard deviations, and the fiducial cross-section is measured to be
σfid,obs

EWVVjj = 45.1 ± 8.6(stat.)+15.9−14.6(syst.) fb, where stat and syst represent the statistical and the sum of
systematic uncertainties, respectively.

Since the measurement is compatible with the standard model prediction, the results are interpreted in
terms of anomalous quartic gauge couplings in the context of the dimension-8 effective field theory. The
limits obtained by this thesis are the most stringent to date.

In addition, this thesis achieved several remarkable improvements on the hadronically decaying weak
boson identification techniques; the first measurement on the large-R jet energy resolution with the ob-
served data; the first development for the machine learning based weak boson identification algorithms;
and the first development for the polarization-sensitive large-R jet observable. Those results open new
windows to detailed inspections of the vector boson scattering processes at the high invariant mass of
the diboson system. Moreover, those results can be applied to other physics analyses using the highly
boostedW or Z boson, for example, searches for new physics beyond the standard model with signatures
ofWW, WZ, and ZZ, and measurements of high-momentumW or Z boson differential cross-sections.
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CHAPTER 1

Introduction

The ultimate goal of particle physics is the discovery of the equation of motion of elementary particles
governing our universe. Physicists have been uncovering the nature of “elementary” over time, and they
reached the standard model of elementary particle physics (SM) which is the state-of-the-art understand-
ing of particle physics to date. It is experimentally confirmed that the SM precisely predicts phenomena
up to around the electroweak scale. In spite of its great success, there are plenty of uncovered mysteries
such as dark matter [1, 2], dark energy [3, 4], Higgs boson mass [5, 6], and strong CP problem [7–9]
among other things. Therefore, new physics beyond the SM (BSM) must exist at the TeV-scale or higher.

The Large Hadron Collider (LHC) [10] is the largest collider in the world, which accelerates protons up
to a center-of-mass energy

√
s = 13 TeV. The LHC reproduces situations of the universe after 10−10

seconds since the birth of the universe which gives us an opportunity to test elementary particle physics
theory around the TeV-scale. The ATLAS detector is made for the full reconstruction of those collision
events incorporating the latest experimental technologies. In 2012, both the ATLAS [11] and CMS [12]
experiments discover the last piece of the SM, the Higgs boson [13, 14].

Although four years of the successful operation of the LHC at
√
s = 13 TeV, no clear evidence of

BSM has been found. Of course, physicists may have missed BSM phenomena while those have already
been produced, however, the LHC might not reach to produce the lowest energy scale of BSM. The
search for non-resonant objects which searches for deviations from the expectations of the differential
cross-sections for the SM has attracted attention in recent years because it is sensible to BSM signals
at the energy scale higher than the experimental reaches of direct resonant searches. Interestingly, this
approach follows a history of the discovery of W boson. Beta-decay is explained by Fermi’s interaction
while the theory is valid up to 100 GeV1), this leads to the theoretical necessity of W boson found by
Glashow-Weinberg-Salam [15–17].

Weak vector boson scattering (VBS) is the most essential process to probe the electroweak sector of
the SM since the leading order of Feynman diagrams only involve electroweak or Higgs bosons. The
corresponding differential cross-sections are highly sensitive to theories for the alternative solution of
electroweak symmetry breaking (EWSB) [18, 19]. Notably, such deviations are generally expected to be
more significant in higher energy scatterings.

Both the ATLAS and CMS experiments have observed the existence of the VBS processes by using
same-sign W±W±jj channel [20, 21], WZjj channel [22], and ZZjj channel [23] with the 5 standard
deviations in the fully leptonic final states (full-leptonic). An evidence with 3 standard deviations of the

1)This thesis is based on the Planck units.
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VBS process is also obtained in Zγjj [24] channel using pp collisions at
√
s = 13 TeV. Measurements

of fiducial cross-sections for the VBS processes are reported for the WZjj [25, 26], Zγjj [24, 27], and
Wγjj [28] channels. Constraints on anomalous quartic gauge couplings are reported in References [24,
26–34].

All of the above discoveries and an evidence for the VBS processes have been reported with full-leptonic
final states. In general, backgrounds for most of collider physics searches are induced by quantum
chromodynamics (QCD), hence requiring full-leptonic final states can reduce backgrounds drastically
and extract very pure signal events from huge collision datasets. Thanks to this, full-leptonic final states
have an advantage in discoveries and precise measurements for relatively low-energy phenomena, thus
analyses with full-leptonic final states have been reported discoveries of the VBS processes sooner than
analyses with the other final states. On the other hand, the leptonic decay of the weak vector boson
loses its statistics due to its tiny branching fraction; for instance, the branching fraction of full-leptonic
decay ofW±W±jj is less than 10% out of total. Consequently, the experimental energy reach for vector
boson scatterings by full-leptonic channels is O(100) GeV at the highest. This leads to huge loss for
opportunities to prove EWSB because the SM without the Higgs boson predicts divergence of scattering
amplitude around 1 TeV and various BSMs predict deviations from the scattering amplitude of the SM at
higher energy ranges than 1 TeV. More details on the theory and models are described in Chapter 2. The
semileptonic decay of vector bosons (WV → ℓνqq, ZV → ννqq, ZV → ℓℓqq, where V represents W
and Z) for the VBS processes have typically five times larger branching fractions than full-leptonic ones.
Therefore, the semileptonic VBS analysis is a great probe for the highest energy VBS, i.e. it has one of
the best sensitivity to BSMs related to EWSB. References [32, 34] report analyses similar to study in
this thesis, while the former focused on the EW production of VVjj in the WV → ℓνqq channel only
and performed at

√
s = 8 TeV, the latter focused on only BSM search in WV → ℓνqq, ZV → ννqq

final states at
√
s = 13 TeV. This thesis presents the first search for both the SM VBS processes

and anomalous quartic gauge couplings with the vector boson pair decaying semileptonically at
√
s =

13 TeV.

This thesis consists of nine chapters: Chapter 2 introduces theoretical foundations for this study with
a brief introduction to particle physics. The CERN accelerator complex and the ATLAS detector are
described in Chapter 3. Definitions of the physics objects and those identifications are summarized
in Chapter 4. The large-R jet is the key object to the semileptonic VBS analysis, and the algorithms
attendant on it are fairly complex, thus Chapter 5 describes large-R jet reconstruction and identification
techniques in detail. The main component of this thesis, the search for semileptonic VBS is described
in Chapter 6. Chapter 7 describes interpretations of the results with the effective field theory. The
conclusions of this thesis are described in Chapter 8. Further discussions for future measurements are
summarized in Chapter 9.
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CHAPTER 2

Theoretical Foundation

This chapter describes theoretical foundations for the semileptonic VBS analysis. Section 2.1 describes
specific introductions to the SM related to EWSB. Section 2.2 demonstrates the unitarity violation in the
SM without the Higgs boson and its recovery by the processes related to Higgs-exchanges. Introductions
to the anomalous quartic gauge couplings (aQGC) and the effective field theory (EFT) are described in
Section 2.3. Due to its importance in the semileptonic analysis, the jet phenomenology is separately
summarized in Section 2.4.

2.1 The Standard Model of Elementary Particle Physics

The standard model of particle physics (SM) consists of three parts: the gauge interaction, the fermion
fields, and the Higgs mechanism. The gauge interaction explains the interaction between fermions and
gauge self-interaction known as the strong force, weak force, and electromagnetism based on the gauge
principle explained in Section 2.1.1. Fermion fields form the matters themselves due to the nature of
Fermi-Dirac statistics, the list of the fermion fields is described in Section 2.1.3. The Higgs mechanism
gives masses to elementary particles by EWSB explained in Section 2.1.2.

2.1.1 Gauge Principle and SM Lagrangian

The gauge transformation is a phase transformation of a field. A simple case for a one-parameter gauge
transformation (U(1)) is shown in

ϕ→ ϕ ′ = e−iαϕ, ϕ† → ϕ† ′ = ϕ†eiα, (2.1)

where ϕ is a complex scalar field. α is a gauge parameter limited in an arbitrary real number. A
special case in which α depends on space-time is called local gauge transformation. The gauge principle
requires that a Lagrangian is invariant under the local gauge transformation. In the SM, the strong, weak
and electromagnetic forces are the results of internal symmetries of the SM Lagrangian, SU(3), SU(2),
and U(1) gauge symmetries, respectively.

The SM Lagrangian density is symbolically given by

12



2.1. THE STANDARD MODEL OF ELEMENTARY PARTICLE PHYSICS

L = −
1

4
(Faµν)

2 + ψ̄(iγµDµψ) + yijψ̄iψjϕ+ h.c.+ |Dµϕ|
2 + µ2ϕ†ϕ− λ(ϕ†ϕ)2, (2.2)

where Faµν = ∂µA
a
ν − ∂νA

a
µ + gf

abcAbµA
c
ν and Dµ = ∂µ − igA

a
µt
a
r for fermion field ψ, scalar field ϕ,

gauge field A, Yukawa coupling yij, Higgs self-coupling λ, representation matrices tar , gauge coupling
g, structure constant fabc, matrix representation of the Clifford algebra γµ, and h.c. stands for Hermi-
tian conjugate. Structure constants fabc are non-zero for non-Abelian groups such as strong and weak
forces, therefore, the forces interact with themselves, namely, they have Quartic Gauge Coupling (QGC)
described in Section 2.2.

Notably, although fermions in nature have masses, there is no explicit mass term in Equation 2.2, and
charged SU(2) fields can only have the Dirac mass expressed bymψLψR+h.c. which explicitly breaks
the gauge symmetry. Hence, the gauge symmetry, which is one of the most fundamental symmetry ever
in physics is actually broken in our universe. A beautiful mechanism that explains masses of elementary
particles despite preserving gauge symmetry at the early universe is EWSB by the Higgs potential.

2.1.2 Higgs Potential and Electroweak Symmetry Breaking

Let a SU(2) doublet: ϕ =

[
ϕ1

ϕ2

]
with a potential V(ϕ†ϕ) = µ2ϕ†ϕ + λ(ϕ†ϕ)2 adds to a Lagrangian

with SU(2)×U(1) symmetry. Let µ have a dependency on temperature, the ground state of the potential
has a non-zero value for µ2 < 0 which is called vacuum expectation value ν. This is the EWSB, and as
a result, three of four degrees of freedom mix with force carriers of SU(2)×U(1) (W±/Z bosons in the
SM), and fermions obtain masses by Yukawa interaction [35]. The remaining degree of freedom of the
Higgs potential becomes a scalar boson, the Higgs boson.

2.1.3 Elementary Particles

The elementary particles which follow Equation 2.2 and discovered to date are summarized in Table 2.1,
and those constants are summarized in Table 2.2. All of the particles have already been observed in
experiments. The weak bosons are the spin-1 particles obeying the Bose-Einstein statistics which have
masses around 100 GeV. The weak bosons decay pairs of fermions whose branching fractions are dis-
cussed in Section 2.2.2. The fermions are the spin-1/2 particles obeying the Fermi-Dirac statistics which
have masses proportion to the Yukawa couplings. The color triplet (singlet) fermions are called quarks
(leptons). The Higgs boson is the only spin-0 particle obeying the Bose-Einstein statistics, and its mass
is measured as ∼ 125 GeV.

13



2.1. THE STANDARD MODEL OF ELEMENTARY PARTICLE PHYSICS

Table 2.1: A list of the elementary particles of the SM after EWSB and those representative quantum
numbers is shown. J, Q, and SU(3) stand for spin, electric charge, and color charge. Bold characters
represent the color multiplet, singlet, triplet, and octet.

Field J Q SU(3)

u, c, t 1/2 2/3 3
d, s, b 1/2 −1/3 3
νe, νµ, ντ 1/2 0 1
e, µ, τ 1/2 −1 1
h 0 0 1
γ 1 0 1
Z 1 0 1
W± 1 ±1 1
g 1 0 8

Table 2.2: A list of parameters related to particle fields shown in Table 2.1 is shown. sW = sin(θW) is
a sine of the Weinberg angle. Values are taken from Reference [36].

Parameter Name Expected or Measured Value

Yukawa Couplings
yu = 10−5, yc = 7× 10−5, yt = 1,
yd = 3× 10−5, ys = 5× 10−4, yb = 0.03,
ye = 3× 10−6, yµ = 6× 10−4, yτ = 0.01

Fine Structure Constant α = 1/127
Strong Coupling Constant αs = 0.12
Weinberg Angle s2W = 0.23
Higgs Self Coupling Constant λ = 0.1
PMNS matrix (parametric representation) θ12 = 34, θ13 = 8.5, θ23 = 247, δCP = 200
CKM matrix (parametric representation) θ12 = 13.0, θ13 = 0.2, θ23 = 2.4, δ13 = 1.2
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2.2. WEAK VECTOR BOSON SCATTERING

2.2 Weak Vector Boson Scattering

Due to the non-Abelian structure of SU(2), electroweak bosons have triple and quartic vertices. In the
hadron collider physics, the VBS processes are one of the best probes to examine the structure of EWSB
at the highest energies since those are only related to the Higgs bosons or electroweak bosons at the
leading order of Feynman diagrams. The leading order of Feynman diagrams for the VBS processes are
shown in Figure 2.1.

Fig. 2.1: The leading order Feynman diagrams of VBS are shown. From the left, those correspond to
M1, M2, M3, M4, and M5 of Equation 2.8. The wavy and dashed lines represent the vector boson
fields and Higgs fields, respectively.

2.2.1 Role of Higgs Boson in VBS

The virtue of the VBS processes derives from the cancellation of the unitarity violation by the quartic
gauge couplings and the Higgs boson exchange explained as follows 1). Let a W+W− scattering be
considered,

W+(k1, λ1) +W
−(k2, λ2) →W+(k3, λ3) +W

−(k4, λ4), (2.3)

where ki and λi are the momenta and helicities of theW bosons, respectively.

The z-axis is defined by direction of an incomingW− boson, and the x-axis is defined by a perpendicular
component to z-axis of an outgoing W− boson direction. The ki and polarization vectors ϵi(λi) are
expressed explicitly in the center-of-mass frame as follows,

k
µ
1 = (EW , 0, 0,−pW),

k
µ
2 = (EW , 0, 0, pW),

k
µ
3 = (EW ,−pW sin θ, 0,−pW cos θ),

k
µ
4 = (EW , pW sin θ, 0, pW cos θ),

ϵ
µ
1 (0) = (−pW , 0, 0, EW)/MW ,

ϵ
µ
2 (0) = (−pW , 0, 0,−EW)/MW ,

1)This discussion is based on Reference [37].
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2.2. WEAK VECTOR BOSON SCATTERING

ϵ
µ
3 (0) = (pW ,−EW sin θ, 0,−EW cos θ)/MW ,

ϵ
µ
4 (0) = (pW , EW sin θ, 0, EW cos θ)/MW ,

ϵ
µ
1 (±) = (0,−1,±i, 0)/

√
2,

ϵ
µ
2 (±) = (0, 1,±i, 0)/

√
2,

ϵ
µ
3 (±) = (0,− cos θ,∓i, sin θ)/

√
2,

ϵ
µ
4 (±) = (0, cos θ,∓i,− sin θ)/

√
2, (2.4)

where θ is a scattering angle between k⃗3 and z-axis, mW , EW , and pW are mass, energy, and absolute
value of momentum ofW boson, respectively. The Mandelstam variables are defined as

s = (k1 + k2)
2 = 4E2W ,

t = (k1 − k3)
2 = 4p2W sin2 θ/2,

u = (k1 − k4)
2 = −4p2W cos2 θ/2. (2.5)

Polarized and unpolarized (unpol.) differential cross-sections are represented as

(
dσ

dΩ

)
λ1,λ2,λ3,λ4

=
1

64π2s
|Mλ1,λ2,λ3,λ4 |

2, (2.6)

(
dσ

dΩ

)
unpol.

=
1

9

1∑
λ1,λ2=−1

1∑
λ3,λ4=−1

(
dσ

dΩ

)2
λ1,λ2,λ3,λ4

, (2.7)

where Mλ1,λ2,λ3,λ4 = −e2
(
1

s
+
c2W
s2W

1

s−m2
Z

)
M1

− e2
(
1

t
+
c2W
s2W

1

t−m2
Z

)
M2

−
e2

s2W
M3

−
e2M2

W

s2W

1

s−m2
H

M4

−
e2M2

W

s2W

1

t−m2
H

M5, (2.8)

where σ,Ω, e,mH, andmZ stand for cross-section, solid angle, electric charge, masses of the Higgs and
Z bosons, respectively. cW and sW represent cosine and sine of Weinberg angles, respectively. M1-M5

represent matrix elements corresponding to the Feynman diagrams in Figure 2.1, which are explicitly
shown in Appendix A. At high energies (s ≫ mH, t), M2 and M5 are the dominant components, and
M2 ∝ s while M5 ∝ −s. If there is no Higgs boson, i.e. mH → ∞, the M5 term disappears and M2 ∝ s
violates unitarity. The existence of the Higgs boson implies that the M5 term cancels the M2 term, as a
result, the unitarity for the VBS processes preserves.
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2.2. WEAK VECTOR BOSON SCATTERING

Total cross-sections are given by integration over the range for the phase-spaces:

σ =

∫ 360◦
0◦

dϕ

∫ 180◦−θcut

θcut

dθ sin θ
dσ

dΩ
, (2.9)

where θcut represents a polar angular cut. Cross-sections at high-energy for each polarization state are
expressed as

σLLLL = π
α2

s4W

1

s

(
(M2

H +M2
Z)(2M

2
ZLc +M

2
Hc)

4M4
W

+ c
75− 26c2 − c4

48c4W(1− c2)

)
, (2.10)

σLLLT = −π
α2

s4W

1

s2

(
(M2

H + 4M2
W +M2

Z)
2Lc

4M4
W

+c
3(M2

H + 2(3M2
W +M2

Z))
2 − (6− c2)(2M2

W +M2
Z)
2

12M2
W

)
,

= σLLTL = 2σLTLL = 2σTLLL, (2.11)

σLLTT = π
α2

s4W

1

s

c(3+ c2)

6
= 4σTTLL, (2.12)

σLTLT = π
α2

s4W

1

s

(
c(5− c2)

1− c2
+ 2Lc

)
= σTLTL, (2.13)

σLTTL = π
α2

s4W

1

s3

(
(M4

H +M4
Z + 2M

2
H(8M

2
W +M2

Z))Lc + c
(5− c2)(M4

H +M4
Z)

2(1− c2)

+
c(8M2

W +M2
Z)(18M

2
H + (3+ c2)(8M2

W +M2
Z))

6

)
= σTLLT, (2.14)

σLTTT = −π
α2

s4W

1

s2
M2
W(29c+ 3c3 + 20Lc) = σLTTT = 2σTTLT = 2σTTTL, (2.15)

σTTTT = π
α2

s4W

1

s

(
c
75− 26c2 − c4

3(1− c2)
+ 8Lc

)
, (2.16)

where c = cos θcut, Lc = ln 1−c
1+c , L and T denote longitudinal and transverse polarizations, respectively.

√
s dependency for each polarization state combination is shown in Figure 2.2.

The cross-sections for each polarization combination and the cross-section without the QGC nor Higgs
diagram are illustrated in Figure 2.2. TheWTWT →WTWT scattering is dominant in the whole ampli-
tude of the SM, and WLWT → WLWT and WLWL → WLWL processes are following. The processes
containing polarization flips are suppressed by two or more orders of magnitude. If either QGC or Higgs
diagrams are missing in the SM, the electroweak coupling becomes strong around

√
s ∼ 1 TeV, and the

unitarity of the WLWL → WLWL process is ultimately violated. In other words, the SM without the
Higgs boson is no longer valid above TeV-scale. This extending of the validity of the SM is the other
essential role of the Higgs boson besides a well-known mass generation mechanism. Therefore, a mea-
surement of the cross-section around

√
s ∼ 1 TeV is one of the crucial tests of EWSB. The discussions on

cases of existing another source of EWSB adding to the Higgs mechanism are introduced in Section 2.3.
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2.2. WEAK VECTOR BOSON SCATTERING
Figure 2: The cross-sections for longitudinal gauge-boson scattering resulting from subsets of
the tree-level diagrams: (a) diagrams involving only three-gauge-boson couplings, (b) diagram
involving only four-gauge-boson couplings, (c) diagrams involving Higgs bosons.

Figure 3: The integrated lowest-order cross-sections for various polarizations.

6

Figure 2: The cross-sections for longitudinal gauge-boson scattering resulting from subsets of
the tree-level diagrams: (a) diagrams involving only three-gauge-boson couplings, (b) diagram
involving only four-gauge-boson couplings, (c) diagrams involving Higgs bosons.

Figure 3: The integrated lowest-order cross-sections for various polarizations.

6

Fig. 2.2: Individual cross-section for each polarization combination (left) and cross-sections for various
cases in which (a) Triple Gauge Coupling, (b) Quadratic Gauge Coupling, and (c) Higgs exchanges [37]
are shown. The solid, dashed, dash-dotted lines represent the SM, SM without QGC nor Higgs changes,
and SM without Higgs exchanges, respectively.

2.2.2 Production Cross-Sections and Branching Fractions

The total production cross-sections for each vector boson combination, W±W±, W±W∓, W±Z, and
ZZ at a center-of-mass energy of 13 TeV are calculated with the MADGRAPH5 aMC@NLO 2.6.7 [38]
event generator as shown in Table 2.3. The leading contribution to the total cross-section comes from

Table 2.3: A list of the total production cross-sections for each process calculated with the MAD-
GRAPH5 aMC@NLO 2.6.7 event generator at 13 TeV proton-proton collisions. The Electroweak tt̄
contributions are removed from the calculations by the Feynman diagram level.

Process cross-section [pb]

pp→W±W±jj 0.36
pp→W±W∓jj 1.13
pp→W±Zjj 0.65
pp→ ZZjj 0.14

the opposite-sign WW scattering process which is three times larger than that of the same-sign WW
scattering process. The W±Z and ZZ scattering processes have subdominant contributions. For the
purpose of observations of the highest energy VBS events which primarily need statistics, utilizing the
opposite-signWW scattering process is important.

The branching fractions for W and Z bosons are shown in Figure 2.3. For both of them, hadronic final
states have dominant fractions, approximately 70%. Leptonic decays are subdominant, 10% and 3% for
each W and Z boson. Moreover, the decays to τ are significantly hard to analyze because those are
various decay modes, and the dominant hadronic decay is similar to jets. Thus making use of hadronic
decay earns rich statistics to analyze.

Final states of the VBS processes are categorized as full-leptonic, semileptonic, and full-hadronic where
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W Z

eν/ee

µν/µµ

τν/ττ

νν

qq

10.75%
10.57%

11.25%
67.6%

3.363%
3.366%
3.370%

20%

69.91%

Fig. 2.3: Pie charts representing branching fractions for W (left) and Z (right) boson are shown. An-
tiparticles are not explicitly shown. q represents u, d, s, c, and b quarks. Values are taken from Refer-
ence [36].

WW WZ ZZ

full-leptonic

including τs

semileptonic

full-invisible

full-hadronic

4.7%

20.4%

29.2%

45.7%

5.8%

13.8%

33.2%

47.3%

3.1%
4.0%

6.6%

37.4%
48.9%

Fig. 2.4: Pie charts representing ratios of each final state are shown. The full-leptonic includes
WW → lνlν, WZ → lνll, and ZZ → llll/llνν, where l and ν represent charged leptons (e/µ) and
neutrinos (νe/νµ/ντ), and spectator quarks coming from protons are not explicitly shown. The includ-
ing τs represents final states including one or more τs. The full-invisible represents ZZ → νννν. The
semileptonic includes WW → lνqq, WZ → lνqq/llqq, and ZZ → llqq/vvqq. The full-hadronic
includesWW/WZ/ZZ→ qqqq.
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both vector bosons decaying leptonically, only one of them decaying leptonically, and both of them
decaying hadronically, respectively. Decays including taus and full-invisible decay where ZZ → νννν

are categorized separately. The branching fractions for each category are summarized in Figure 2.4.
The semileptonic analysis has typically 6-10 times larger branching fractions than that of full-leptonic
analysis.

The production cross-sections times branching ratios, which are proportional to the number of events
produced in the LHC, are summarized in Figure 2.5. The same-sign dilepton analysis which has already
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Fig. 2.5: A summary of production cross-section times branching ratio (BR), where llll,llvv, and lllv
indicate ZZ→ llll/llvv, and WZ→ lllv, respectively. ssWW and osWW denote W±W± → l±vl±v
andW±W∓ → l±vl∓v, respectively.

been reported observations is roughly 40 times less than that of the semileptonic analysis. Thus, for
observations of the highest energy scatterings, the semileptonic or full-hadronic final states have huge
advantages. The full-hadronic final states have enormous backgrounds from QCD induced multijet pro-
cesses, hence, it is hard to reduce the background enough to observe the VBS processes. Therefore, the
semileptonic final states are the most appropriate for the physics motivations mentioned in the previous
section.
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2.3 Anomalous Quartic Gauge Coupling and Effective Field Theory

The unitarity of the amplitude recovered by quartic gauge boson couplings and the Higgs boson ex-
changes can be broken again by additional modification of quartic gauge coupling by BSM. It is referred
to as anomalous quartic gauge couplings (aQGC). For example, if an additional source of EWSB exists,
the mediator must be coupled to the vector bosons and it affects the amplitudes of the VBS processes
where the momentum transfer squared close to the mediator mass squared. Experimentally, aQGC can
be observed as a deviation of the scattering amplitude from the SM prediction. There are three classifi-
cations of aQGC. A first classification of BSM is a composite Higgs model which explains the observed
Higgs boson as a composite state of new particles. This classification consists of the technicolor the-
ory and Pseudo-Nambu-Goldstone bosons. The former regards that the Higgs boson is generated by a
technicolor mechanism [39, 40], the latter regards the Higgs boson as a pseudo-Nambu-Goldstone boson
arising from the spontaneous breaking of an approximate global symmetry, such as SO(5) → SO(4)

[41]. A second classification of BSM explains dark matter without any new particles. An example of this
classification is that The Electroweak-Skyrmion [19, 42] which explains dark matter with an effective
theory of the electroweak sector as an analogy with Skyrme solution of the nucleon [43]. The last clas-
sification of BSM is that there are additional heavy Higgs bosons [44], such as the Two Higgs Doublet
Model [45]. The effects for aQGC are suppressed at low-energy phenomena such as Higgs boson total
cross-section measurements, therefore, the direct VBS measurements bring invaluable information.

2.3.1 Effective Field Theory for Vector Boson Scattering

Since aQGC can claim many different models, model-independent interpretation is desired. Effective
Field Theory (EFT) [46] is used for new physics interpretations throughout this thesis, which is a widely
used theoretical framework to search for general new physics effects from much higher energy scales
than the current experimental reach.

The Lagrangian of the EFT is given by

LEFT = LSM +
∑
n>4

∑
X∈operators

fdim-n
X

Λn−4
Odim-n
X , (2.17)

where LSM is Equation 2.2, fdim-n
X is coupling constant, Λ is a cutoff scale, O is operator, and n is mass

dimension fulfilling n > 4. Since LEFT = LSM for Λ → ∞, the SM is a low-energy effective field
theory in the context of the EFT framework. The EFT is particularly useful because heavy particles too
heavy to produce are ignored in the EFT, and it gives a vast simplification for calculations. One awful
feature of eliminating heavy particles is a nonrenormalizability, in which nontrivial effects of the heavy
particles appear in higher dimensional interactions. Thus the validity of the EFT is bounded up to masses
for the heavy particles (Λ) where is ensured to be renormalizable.

Examples of 6- and 8-dimensional EFT diagrams for gauge interaction are shown in Figure 2.6. Note
that stringent limits on dim-6 interaction have already been set by using simple diboson processes in
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Fig. 2.6: Examples of 6- (left) and 8-dimensional (right) vertices. The wavy line denotes the vector
boson field. The dot represents an anomalous gauge coupling.

WV → lvqq final states at CMS [47], ZZ → llνν at ATLAS [48] at
√
s = 13 TeV with 36 fb−1 data.

Therefore, searches for aQGC in this thesis focus on only 8-dimensional operators.

The Eboli model [49] classifies all aQGC in the linear/non-linear realizations of the gauge symmetry
including up to two derivatives action on the gauge boson fields, which is used as a benchmark model of
dimension-8 EFT for gauge interaction in Chapter 7. The operators are explicitly shown as follows.

The operators which contain only Higgs doublet ϕ are

LS0 =
[
(Dµϕ)

†Dνϕ
]
×
[
(Dµϕ)†Dνϕ

]
, (2.18)

LS1 =
[
(Dµϕ)

†Dµϕ
]
×
[
(Dνϕ)

†Dνϕ
]
, (2.19)

LS2 =
[
(Dµϕ)

†Dνϕ
]
×
[
(Dνϕ)†Dµϕ

]
. (2.20)

The operators which contain both Higgs doublet ϕ, SU(2)L field strength Ŵµν =
∑
jW

j
µνσ

j/2, and
U(1)Y field strength Bµν are 2)

LM0 = Tr
[
ŴµνŴ

µν
]
×
[
(Dβϕ)

†Dβϕ
]
, (2.21)

LM1 = Tr
[
ŴµνŴ

µβ
]
×
[
(Dβϕ)

†Dµϕ
]
, (2.22)

LM2 = [BµνB
µν]×

[
(Dβϕ)

†Dβϕ
]
, (2.23)

LM3 =
[
BµνB

µβ
]
×
[
(Dβϕ)

†Dµϕ
]
, (2.24)

LM4 =
[
(Dµϕ)

†ŴβνD
µϕ
]
× Bβν, (2.25)

LM5 =
[
(Dµϕ)

†ŴβνD
νϕ
]
× Bβµ, (2.26)

LM7 =
[
(Dµϕ)

†ŴβνŴ
βνDνϕ

]
. (2.27)

2)LM6, LT3, and LT4 are turned out to be verbose afterward.
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The operators which contain only gauge fields are

LT0 = Tr
[
ŴµνŴ

µν
]
× Tr

[
ŴαβŴ

αβ
]
, (2.28)

LT1 = Tr
[
ŴανŴ

µβ
]
× Tr

[
ŴµβŴ

αν
]
, (2.29)

LT2 = Tr
[
ŴαµŴ

µβ
]
× Tr

[
ŴβµŴ

να
]
, (2.30)

LT5 = Tr
[
ŴµνŴ

µν
]
× BαβBαβ, (2.31)

LT6 = Tr
[
ŴανŴ

µβ
]
× BµβBαν, (2.32)

LT7 = Tr
[
ŴαµŴ

µβ
]
× BβµBνα, (2.33)

LT8 = BµνB
µνBαβB

αβ, (2.34)

LT9 = BαµB
µβBανB

νβ. (2.35)

Hence LS0 is the Hermitian conjugate of LS2, those coefficients move proportionally (fS0/Λ4 = fS2/Λ4).
Those two operators and coefficients are hereafter collectively called LS02 and fS02, respectively. As
shown in the above, operators having similar structures are grouped (as LSX, LMX, and LTX), accordingly,
events interacted by the operators in each group have similar kinematics. One obvious difference be-
tween those groups is polarization states of vector bosons. Weak bosons interacted by LSX operators are
longitudinally polarized, whereas ones interacted by LTX operators are transversely polarized, and ones
interacted by LMX are those mixtures.

To organize correspondence between operators and vertices, quartic gauge vertices affected by those
operators are summarized in Table 2.4. Since the semileptonic VBS analysis is contributed byWW, WZ,
and ZZ outgoing weak boson pair, it is possible to search all of the dimension-8 EFT operators.

Table 2.4: Correspondences between operators and vertices are shown. A small circle (•) stands for the
existence of the vertex with the interaction by the operator.

operators WWWW WWZZ ZZZZ WWγZ WWγγ ZZZγ ZZγγ Zγγγ γγγγ

LS02, LS1 • • •
LM0, LM1, LM7 • • • • • • •
LM2, LM3, LM4, LM5 • • • • • •
LT0, LT1, LT2 • • • • • • • • •
LT5, LT6, LT7 • • • • • • • •
LT8, LT9 • • • • •

2.3.2 Latest Limits on Coefficients for Dimension-8 Operators

The latest limits on the coefficients of dimension-8 EFT operators for vector boson interactions in terms
of the Eboli model with full-leptonic final states are summarized in Table 2.5. Most of the limits are
provided by W±W± → lνlν and Z±γ→ llγ processes. aQGC searches with semileptonic final states
by CMS have better sensitivity than full-leptonic searches as shown in Reference [34].
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Table 2.5: The best limits by leptonic search on coefficients for dimension-8 EFT operators shown in
Equations 2.18-2.35 are shown. Currently, all the limits are provided by the CMS collaboration, and
results from the ATLAS collaboration are in preparation.

Operator
Full-leptonic analyses

Process
Center of mass energy,

ReferenceObserved Limit Integrated Luminosity,
[TeV−4] Experiment

LS02 [ -7.7, 7.7] W±W± → lνlν 13 TeV, 35.9 fb−1, CMS [21]
LS1 [ -21.6, 21.8] W±W± → lνlν 13 TeV, 35.9 fb−1, CMS [21]
LM0 [ -4.2, 4.2] γγ→W±W± → eνµν 8 TeV, 19.7 fb−1, CMS [50]
LM1 [ -8.7, 9.1] W±W± → lνlν 13 TeV, 35.9 fb−1, CMS [21]
LM2 [ -8.2, 8.0] Z±γ→ llγ 13 TeV, 35.9 fb−1, CMS [24]
LM3 [ -21.0, 21.0] Z±γ→ llγ 13 TeV, 35.9 fb−1, CMS [24]
LM4 [ -15.0, 16.0] Z±γ→ llγ 13 TeV, 35.9 fb−1, CMS [24]
LM5 [ -25.0, 24.0] Z±γ→ llγ 13 TeV, 35.9 fb−1, CMS [24]
LM7 [ -12.0, 12.0] W±W± → lνlν 13 TeV, 35.9 fb−1, CMS [21]
LT0 [ -0.46, 0.44] ZZ→ llll 13 TeV, 35.9 fb−1, CMS [51]
LT1 [ -0.28, 0.31] W±W± → lνlν 13 TeV, 35.9 fb−1, CMS [21]
LT2 [ -0.89, 1.0] W±W± → lνlν 13 TeV, 35.9 fb−1, CMS [21]
LT5 [ -0.70, 0.74] Z±γ→ llγ 13 TeV, 35.9 fb−1, CMS [24]
LT6 [ -1.6, 1.7] Z±γ→ llγ 13 TeV, 35.9 fb−1, CMS [24]
LT7 [ -2.6, 2.8] Z±γ→ llγ 13 TeV, 35.9 fb−1, CMS [24]
LT8 [ -0.47, 0.47] Z±γ→ llγ 13 TeV, 35.9 fb−1, CMS [24]
LT9 [ -1.3, 1.3] Z±γ→ llγ 13 TeV, 35.9 fb−1, CMS [24]
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2.4 Jet Phenomenology

Due to the nature of the asymptotic freedom [52] in SU(3), an out-going high-energy colored particle
transforms a shower of partons (Parton shower), the shower stops when each parton cooled down to an
energy of approximately 1 GeV, then the partons become hadrons by picking up partons from a vacuum
to be color singlets (Hadronization). Therefore, a colored particle itself cannot be directly observed.
Experimentally, the resultant parton shower and hadronization, a bunch of hadrons is reconstructed as a
Jet. This section describes theoretical and phenomenological understandings of jets in Sections 2.4.1-
2.4.33).

This thesis handles two sorts of jets which have different origins, one is hadronically decayingW/Z jets
(boson jets), and the other is the quark and gluon jets (q/g jets). An identification of boson jets from
q/g jets takes an essential role in the semileptonic VBS analysis. The invariant mass of a jet and D2 are
used in Chapter 5. Sections 2.4.4 and 2.4.5 describe phenomenological understandings of the invariant
mass of a jet and D2, respectively.

2.4.1 Factorization

The number of events generated by proton collisions with instantaneous luminosity L is given by

Nevents = σ

∫
Ldt, (2.36)

where σ stands for the cross-section for a certain physics process. The cross-section σ for a hadron
collider is not calculatable directly because it includes nonperturbative low-energy QCD. The factoriza-
tion theorem allows us to calculate it approximately from the product of low- and high-energy QCD
term. The high-energy QCD term is perturbative, thus it can be calculated at the desired order of QCD
couplings. The low-energy QCD term is approximated by phenomenological models constructed to fits
experimental data. The cross-section for the observable O can be written as

dσ

dO
=

∑
a,b

∫ 1
0

dxadxb
∑
F

∫
dΦFf

h1
a (xa, µF)f

h2
b (xb, µF)

dσ̂ab→F
dO

DF(Ô → O, µF), (2.37)

dσ̂ab→F
dO

=

∫
dΦF|MF|

2δ
(
Ô− Ô(ΦF)

)
, (2.38)

a and b in the first summation run over all partonic constituents of the colliding hadrons h1,2, respec-
tively. fh1a (xa, µF) and fh2b (xb, µF) denote nonperturbative parton density function (PDF). The second
summation includes all possible final states for F in the processes ab→ F with phase-spaceΦF. σ̂ repre-
sents the perturbative partonic cross-section for high-energy QCD, DF(Ô → O, µF) is a nonperturbative
fragmentation function4), MF stands for the matrix element for the final state F with phase-space ΦF.

3)Experimental definitions of the jets in this study are introduced in Section 4.5.
4)The fragmentation and hadronization sometimes are used in the same meaning, while in this thesis, fragmentation repre-

sents both the parton shower and hadronization.
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Since the PDF is nonperturbative, it is estimated by fits to collision data. In this thesis, NNPDF30LO
PDF set [53] and CTEQ6L1 [54] are mainly used.

The dividing line of the perturbative and the nonperturbative terms cannot be determined a priori. The
arbitrary scale, factorization scale (µF) is defined for each calculation. Typically, it is an order of O(10−
100) GeV.

The idea of the factorization is not to try to explain fragmentation part from the first principle, in other
words, the calculation for the fragmentation is needed to rely on the phenomenological model. The frag-
mentation process divided into parton shower and hadronization is described in the following sections.

2.4.2 Parton Shower

The parton shower takes the role of evolving outgoing colored partons from a scale of thard ∼ O(10-100) GeV
down to a cutoff tcutoff at which QCD is no longer perturbative. There is no first principle for the parton
shower, implementations of most of the Monte-Carlo (MC) simulations are based on a Markov Chain of
1 → 2 splittings from scale ti to ti+1, which referred to as leading logarithm (LL) approximation. The
two representative generators: PYTHIA [55] and HERWIG [56] use different choices of tcutoff. PYTHIA

uses a pT ordered shower [57], whereas HERWIG uses angular ordering [58].

2.4.3 Hadronization

After the parton shower, outgoing partons become hadrons with a neutral color (hadronization). As is
the case with the parton shower, there is no first principle for the hadronization, PYTHIA and HERWIG

use different phenomenological models: String Model and Cluster Model. Both of them have various pa-
rameters to fit experimental data. Details for the models are described in Reference [59]. For simplicity,
explanations below taking into account only the hadronization of a pair of quark and anti-quark (qq̄).

String Model: The string model based on the dynamics of a relativistic string which represents the color
flow stretched between initial qq̄. The string generates a linear confinement potential and an area for
matrix elements:

|M(qq̄→ h1, · · · , hn)|2 ∝ e−bA, (2.39)

where A is the space-time area swept out as shown in Figure 2.7, b is a coefficient. Kinks for the string
are generated by gluon radiations. This model has extra parameters for the distribution of transverse mo-
mentum and heavy particle suppression. It has several difficulties in the baryon production as described
in Reference [60].

Cluster Model: Before making hadrons, the model splits a gluon into two quarks (g → qq̄) nonper-
turbatively after the parton shower. This operation makes the final states having only color-singlet qq̄
combinations. Those color-singlet combinations are referred to as clusters, which mostly decay into pairs
of hadrons isotropically. This model has fewer parameters, however, it has difficulties in the decay of
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Aq q̄t

x

h1
h2

hn−1
hn

⋯⋯⋯⋯

Fig. 2.7: A schematic graph of qq̄ string in space-time is shown. The hn represents resultant hadrons
by the hadronization. The swept out area is referred to as A.

very massive clusters and appropriate suppressing of baryons and heavy quark productions. More details
for the cluster model are described in Reference [61].

Both of the string and cluster models (i.e. PYTHIA and HERWIG) reproduce jets reasonably, but not
perfectly. Therefore, PYTHIA and HERWIG are compared with each other for measurements of jet sub-
structure variables, and the difference is taken as systematic uncertainty for each measurement. Details
are described in Section 5.1.

2.4.4 Jet Mass

The invariant mass of jet is defined as

mJ =

√√√√(∑
i

Ei

)2
−

(∑
i

p⃗i

)2
, (2.40)

where Ei and p⃗i is energy and momentum of i-th particle in the given jet, respectively.

Ideally, the boson jet mass is identical to the mass of the boson, however, it acquires additional mass
from intrinsic sources such as large-angle gluon radiations during the parton shower and experimental
sources such as pileup collisions and detector noises. The trimming algorithm introduced in Chapter 5
removes the extra contributions, experimentally.

As for the q/g jet mass, the jet forms non-negligible mass by large-angle gluon radiation, though those
have tiny masses in elementally particle level. Assuming the leading order of Feynman diagrams, the
invariant mass distribution can be expressed by

fLO(mJ) = −
4αsC

πmJ

log
mJ

ER
, (2.41)

where C is the color factor 4/3 for the color triplet and 3 for the color octet, E is the energy for the quark
or gluon, and R is a radius of the jet.

Simulated invariant mass for q/g jets and boson jets distributions and pT dependence for q/g jets are

27
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shown in Figure 2.8. As shown in the distribution, q/g jets obtain extra masses extended to a few hundred
GeV, although the mass peak forW jets are clearly distinguishable, therefore, the mass has discriminant
powers again jets from other origins.
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Dβ=1
2 =

eβ3(
eβ2

)3 (5.3)

where (5.4)

eβ2 =
1

p2Tjet

Ncl∑

i<j

pTipTj∆Rβ
ij (5.5)

eβ3 =
1

p3Tjet

Ncl∑

i<j<k

pTipTjpTk∆Rβ
ij∆Rβ

jk∆Rβ
ki (5.6)

Fig. 2.8: Simulated W/top/q/g jets mass distributions (left) and median of the invariant mass for q/g
jets with respect to the jet pT (right) are shown. The jet masses originated fromW bosons and top-quarks
are peaked on those pole masses (80 and 170 GeV). The masses of q/g jets peak at low mass but extend
to a few hundred GeV, therefore, those fake a massive elementary particle.

2.4.5 Jet Substructure

The 2-prong nature of boson jets is a key probe to distinguish it from q/g jets. Experimentally, the
jet substructure variables differentiate those two by emerging the internal structure given by the four-
momentum of constituents (typically hadrons) in a given jet. A representative variable is the D2 which
widely used in LHC analyses.

The definition of the D2 is given by

D2 =
e
β
3(
e
β
2

)3 , (2.42)

where eβn =
1

pnT,J

∑
i1<i2<···<in∈J

(
n∏
a=1

pT,ia

)(
n−1∏
b=1

n∏
c=b+1

∆Ribic

)β
, (2.43)

where pT,i and pT,J represent transverse momentum of an i-th constituent and a given jet, respectively.
Rij denotes the spatial angle between i and j, and β is a constant. The eβn has two components, one is the
pT related term (the first product), and the other is angle related term (the second product), and those two
relative effects are controlled by β, typically, β = 1(e

(β=1)
n , D

(β=1)
2 ) is used in analyses including this

thesis. The eβn is defined to be dimensionless by the division of n-th power of pT of a given jet. The D2
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for a 2-prong jet (W jet) tends to have a lower value, whereas a background jet (q/g jets) tends to have
a higher value.

To look into how the D2 works as a 1- or 2-prong discriminant jet substructure variable, an analytical
discussion is performed as follows5).

Let jet constituents categorize as soft emissions (symbol s), collinear emissions (symbol c), and soft-
collinear emissions (symbol sc) belonging to a given jet (symbol J) or leading and subleading subjets6)

(symbol 1 or 2). Schematic graphs for 1- and 2-prong jets are shown in Figure 2.9, where zX = pT,X/pT,J,
∆RXY is the angle between X and Y. The collinear emissions denote the core of jets formed by a tree-level
quark or gluon before parton shower. The soft emissions represent gluon radiations. The soft-collinear
emissions stand for a soft dipole-shower from a pair of color singlet quarks (boson jet) having a color
connection between them.

ΔRcc

zs

ΔRcc

ΔR12

zs

zsc

collinear
soft
soft-collinear

Fig. 2.9: Schematic graphs of 1-prong jet (left) and 2-prong jet (right) are shown. The 1-prong jet
consists of collinear emissions (magenta) and soft radiations (cyan). The 2-prong jet consists of two
subjets that having collinear emissions (magenta) and soft radiation (cyan), and soft-collinear emission
from the dipole formed by two subjets (orange).

The given sort of jets is characterized by angle and pT as shown in Table 2.6.

Table 2.6: Representative expressions for soft emissions, collinear emissions, soft-collinear emissions,
and subjets are summarized. The small j (j) represents any other emissions in the jet.

soft collinear soft-collinear subjet

zs =
pT,s
pT,J

≪ 1 zc ∼ O(1) zsc ≪ 1 pT,1 ∼ pT,2

∆Rs,J ∼ O(1) ∆Rc,j ∼ O(1) ∆Rcc ≪ ∆R12 < 1

∆Rcc ≪ 1 pT,1 · pT,2/pT,J ∼ O(1)

5)This discussion follows the thesis [62].
6)A few jets subdivided from a mother jet, which represent the expected number of hard cores.

29



2.4. JET PHENOMENOLOGY

For 1-prong (quark/gluon) jets, the eβ2 can be expanded with zs and soft and collinear emissions,

e
β
2 =

1

p2T,J

Ncl∑
i<j

pT,ipT,j∆R
β
ij (2.44)

∼
1

p2T,J

∑
s

pT,spT,s∆R
β
ss +

1

p2T,J

∑
s,c

pT,spT,c∆R
β
sc +

1

p2T,J

∑
c

pT,cpT,c∆R
β
cc, (2.45)

where
∑
s,
∑
s,c, and

∑
c represent summation over all soft emissions, all pairs of soft and collinear

emissions, and all collinear emissions, respectively. The first term can be neglected because of pT,s ≪
pT,J. The second term can be simplified as

∑
s zs by using ∆Rsc ∼ 1 and pT,c ∼ pT,J. Then one can

obtains,

e
β
2 ∼

∑
s

zs +
∑
c

∆Rβcc. (2.46)

Same as eβ2 , eβ3 which is the denominator of the D2 can be simplified as

e
β
3 ∼

∑
c

∆R3βcc +
∑
s

z2s +
∑
s,c

∆Rβcczs. (2.47)

A relation between eβ3 and eβ2 is obtained from Equation 2.46 and 2.47 as follows. In the case of
zs ≫ ∆R

β
cc, e

β
2 and eβ3 are expressed as

e
β
2 → ∑

s

zs

e
β
3 → ∑

s

z2s

 e
β
3 ∼ e

2β
2 . (2.48)

Whereas in the case of zs ≪ ∆R
β
cc, e

β
2 and eβ3 are expressed as

e
β
2 → ∑

c

∆Rβcc

e
β
3 → ∑

c

∆R3βcc

 e
β
3 ∼ e

3β
2 . (2.49)

As a result, one can obtain a condition between eβ2 and eβ3 for a 1-prong jet:

e
3β
2 ≤ eβ3 ≤ e2β2 . (2.50)

As for the 2-prong jet (boson jet), the first term of Equation 2.46 is significantly smaller than the second
term because two subjets have higher momenta than soft emissions. Hence, the eβ2 for 2-prong jet can be
expressed as

e
β
2 ∼ ∆R

β
12. (2.51)

(2.52)
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Same as eβ2 , eβ3 can be simplified as

e
β
3 ∼ ∆R

3β
12

∑
s,c

zsc. (2.53)

With a condition of zsc ≪ 1, one obtains a relation between eβ2 and eβ3 for a 2-prong jet as follows,

e
3β
2 ∼ ∆R

3β
12 ≫ ∆R

3β
12

∑
s,c

zsc ∼ e
β
3 (2.54)

→ 0 < e
β
3 < e

3β
2 . (2.55)

Summarizing the above, the 1- and 2-prong jets are populated in

1-prong : e
3β
2 ≤ eβ3 ≤ e2β2 ,

2-prong : 0 < e
β
3 < e

3β
2 , (2.56)

as illustrated in Figure 2.10.
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Fig. 2.10: Phase-spaces for 1-prong (light blue) and 2-prong jet (light red) on a (eβ=12 , e
β=1
3 ) plane are

shown. The phase-space is divided by a eβ3 = e
3β
2 line. Distributions for simulated W jets (deep red)

and q/g jets (deep blue) are plotted on the same plane. Simulated samples are the same ones used in the
boson identification study, details on the samples are described in Section 5.2.

1- and 2-prong jets are separated on a eβ2 − e
β
3 plane, i.e. that D2 = e

β
3 /
(
e
β
2

)3
variable can distinguish
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1- and 2-prong jets. In practice, overlaid simulated samples are separated on the border of eβ3 = e
3β
2 .

Both of simulated boson jets and q/g jets distributions are shrunk around eβ3 = e3β2 due to finite detector
resolutions, the pileup collisions contamination, and inadequate grooming (c.f. Section 5.1.1).

In summary, this calculation indicates that the virtue of the D2 relies on the neglecting soft and/or
collinear emissions which are difficult to handle from both the theoretical and experimental aspects.
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CHAPTER 3

The ATLAS Experiment at the LHC

The ATLAS detector, the largest volume detector ever constructed for the collider experiment, is installed
on the LHC accelerator which is in 100 m underground of CERN (European Organization for Nuclear
Research) in Geneva, Switzerland. The collision events made by the LHC are recorded by the ATLAS
detector, then used for particle physics analyses including the main body of this thesis, the semileptonic
VBS analysis. Section 3.1 briefly introduces the accelerator complex at CERN. The coordinate sys-
tem used in this thesis is described before the explanation of the ATLAS detector, in Section 3.2. The
overview of the ATLAS detector and its important components are described in Section 3.3.

3.1 CERN Accelerator Complex

The CERN accelerator complex for the high energy proton-proton collisions is composed of the several
proceeding colliders and the LHC. A schematic graph of the CERN accelerator complex is shown in
Figure 3.1.

Protons are extracted from hydrogen atoms and accelerated up to 50MeV by a linear accelerator (LINAC2).
Then those protons are accelerated by sequential circulated synchrotron accelerators, BOOSTER (up to
1.4 GeV), PS (up to 25 GeV), and SPS (up to 450 GeV). Those accelerated protons are divided into two
beams and injected into the LHC in the opposite direction. Protons are bent by 1,232 superconductive
dipole magnets cooled by superfluid helium down to 1.9 K with the peak magnet field of 8.33 T. Pro-
tons are accelerated up to 7 TeV by eight radio frequency (RF) cavities with an oscillation frequency of
400.9 MHz. The acceleration takes 20 minutes. Due to the RF acceleration, the LHC beam consists of
2808 bunched protons with the 25 ns spacing, each of the bunches contains 1011 protons. The param-
eters shown in the above are design values taken from Reference [64]. Finally, those protons come into
collision at several collision points. The ATLAS detector is installed in one of those collision points.

Comparisons of LHC parameters between design and actual runs are summarized in Table 3.1. The LHC
runs with several beam conditions. The BCMS (Bunch Compressions, Merging and Splitting) beam
merges two bunches into one, it enables transverse emittance to 50%. The 8b4e (8 bunches 4 empties)
beam is a special beam type for dealing with abnormal background radiations and sudden beam losses
due to the air leak issue in 2017 [65].

In 2018, the LHC-ATLAS experiment recorded a peak luminosity1) of 2.1 × 1034 cm−2s−1 with the
Betatron function of β∗ = 30 cm which is the highest recorded instantaneous luminosity ever.

1)The luminosity represents the intensity of collision defined as L = 1/σ · dN/dt, where σ,N, and t denote cross-section,
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Fig. 3.1: A schematic graph of accelerators at CERN [63] is shown. The protons are accelerated by
LINAC2, BOOSTER, PS, and SPS, and those are injected into LHC lings. The ATLAS detector is
placed on one of the collision points of the LHC as well as the CMS, ALICE, and LHCb detectors.

Table 3.1: Comparisons of LHC parameters between designed ones and ones used in actual runs are
summarized. Values are taken from Reference [64].

Design 2015 2016 2017 2018

Bean type Std Std Std/BCMS 8b4e/8b4e-BCS BCMS
Energy [TeV] 7 6.5 6.5 6.5 6.5
Number of bunches per ring 2808 2244 2040/2076/2556 1916/1868 2556
Bunch spacing [ns] 25 25 25 25 25
Bunch population [1011] 1.15 1.15 1.2 1.2/1.25 1.1
Transverse emittance [mm·mrad] 3.75 3.5 3.5/2.1 2.3/1.8 2
Betatron function @ IP1 [m] 0.55 0.8 0.4 0.4/0.3 0.3/0.25
Half crossing angle [µrad] 142.5 145 185/140/150 150/120 160/130
Peak luminosity [1034cm−2s−1] 1 0.55 0.83/1.4/1.74 1.5/1.9/2.06 2.1
Maximum pileup collision ∼ 10 ∼ 15 ∼ 20/35/45 ∼ 70/60/80 ∼ 60
Stored beam energy [MJ] 360 270 345/320 240/245 320
Number of days - 88 146 140 145
Integrated luminosity [fb−1] - 4.2 39.7 50.6 66
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3.2 ATLAS Coordinate System

The ATLAS collaboration commonly uses a coordinate system as follows. The origin of the coordinate
system is the interaction point. The z-axis runs along with the beam direction and the x-y plane is
perpendicular to the beam direction. The positive x-axis points center of the LHC ring, the positive y-
axis points the ground, and the positive z-axis points as coordinating a right-handed system. Frequently
used definitions are as follows:

• Transverse particle momentum: pT =
√
p2x + p

2
y, where four-momentum of the particle is defined

as pµ = (E, px, py, pz),

• Azimuthal angle: ϕ = arctanpy/px,

• Polar angle: θ = arctanpz/px,

• Rapidity: y = ln
(
E+pzc
E−pzc

)
, where c is the speed of light,

• Pseudorapidity: η = − ln tan (θ/2),

• Opening angle in ϕ: ∆ϕij = min(|ϕi − ϕj|, π− |ϕi − ϕj|),

• Opening angle in η: ∆ηij = |ηi − ηj|,

• Opening angle in the η− ϕ space: ∆Rij =
√
∆ϕ2ij + ∆η

2
ij.

3.3 ATLAS Detector

The ATLAS Detector [11] was designed to measure all standard model particles 2) produced by LHC
collisions, a schematic overview of the whole ATLAS detector is shown in Figure 3.2. The detector
position surrounding the beam pipe called barrel, and those aligned at the high η regions are referred to
as end-caps.

The magnet system and the luminosity detector are introduced in Section 3.3.1 and 3.3.2, respectively.
Four major subsystems, the inter tracker, the calorimeters, the muon spectrometer, and the trigger & data
acquisition system are described in Section 3.3.3, 3.3.4, 3.3.5, and 3.3.6, respectively.

3.3.1 Magnet

The ATLAS magnet system consists of four large superconducting magnets with a dimension of 22 m
in diameter and 26 m in length with a stored energy of 1.6 GJ. A solenoid aligned on the beam axis
generates 2 T axial magnetic field for the inner detector, which placed inside the calorimeter system. A
toroid on the barrel and two toroids on the end-caps are installed and those provide 0.5 and 1 T magnetic
fields for muon detectors, respectively.

the number of collisions, and a certain time.
2)Neutrinos are detected as missing transverse momentum discussed in Section 4.7.
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Figure 1.1: Cut-away view of the ATLAS detector. The dimensions of the detector are 25 m in
height and 44 m in length. The overall weight of the detector is approximately 7000 tonnes.

The ATLAS detector is nominally forward-backward symmetric with respect to the interac-
tion point. The magnet configuration comprises a thin superconducting solenoid surrounding the
inner-detector cavity, and three large superconducting toroids (one barrel and two end-caps) ar-
ranged with an eight-fold azimuthal symmetry around the calorimeters. This fundamental choice
has driven the design of the rest of the detector.

The inner detector is immersed in a 2 T solenoidal field. Pattern recognition, momentum
and vertex measurements, and electron identification are achieved with a combination of discrete,
high-resolution semiconductor pixel and strip detectors in the inner part of the tracking volume,
and straw-tube tracking detectors with the capability to generate and detect transition radiation in
its outer part.

High granularity liquid-argon (LAr) electromagnetic sampling calorimeters, with excellent
performance in terms of energy and position resolution, cover the pseudorapidity range |h | < 3.2.
The hadronic calorimetry in the range |h | < 1.7 is provided by a scintillator-tile calorimeter, which
is separated into a large barrel and two smaller extended barrel cylinders, one on either side of
the central barrel. In the end-caps (|h | > 1.5), LAr technology is also used for the hadronic
calorimeters, matching the outer |h | limits of end-cap electromagnetic calorimeters. The LAr
forward calorimeters provide both electromagnetic and hadronic energy measurements, and extend
the pseudorapidity coverage to |h | = 4.9.

The calorimeter is surrounded by the muon spectrometer. The air-core toroid system, with a
long barrel and two inserted end-cap magnets, generates strong bending power in a large volume
within a light and open structure. Multiple-scattering effects are thereby minimised, and excellent
muon momentum resolution is achieved with three layers of high precision tracking chambers.
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Fig. 3.2: A schematic overview of the ATLAS detector taken from Reference [11] is shown. The ATLAS
has the dimensions of a 25 m diameter and a 44 m length, and its weight is 7000 tonnes. The several
cylindrical detectors are explained in the main body.
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Figure 2.1: Geometry of magnet windings and
tile calorimeter steel. The eight barrel toroid
coils, with the end-cap coils interleaved are
visible. The solenoid winding lies inside the
calorimeter volume. The tile calorimeter is
modelled (section 2.2.2) by four layers with dif-
ferent magnetic properties, plus an outside re-
turn yoke. For the sake of clarity the forward
shielding disk (section 3.2) is not displayed.

Figure 2.2: Bare central solenoid in the factory
after completion of the coil winding.

phases. The cold-mass and cryostat integration work began in 2001. The first barrel toroid coil
was lowered in the cavern in fall 2004, immediately followed by the solenoid (embedded inside the
LAr barrel calorimeter). The remaining seven barrel-toroid coils were installed in 2004 and 2005,
and the end-cap toroids in the summer of 2007.

2.1.1 Central solenoid

The central solenoid [2] is displayed in figure 2.2, and its main parameters are listed in table 2.1.
It is designed to provide a 2 T axial field (1.998 T at the magnet’s centre at the nominal 7.730 kA
operational current). To achieve the desired calorimeter performance, the layout was carefully
optimised to keep the material thickness in front of the calorimeter as low as possible, resulting
in the solenoid assembly contributing a total of ⇠ 0.66 radiation lengths [9] at normal incidence.
This required, in particular, that the solenoid windings and LAr calorimeter share a common vac-
uum vessel, thereby eliminating two vacuum walls. An additional heat shield consisting of 2 mm
thick aluminium panels is installed between the solenoid and the inner wall of the cryostat. The
single-layer coil is wound with a high-strength Al-stabilised NbTi conductor, specially developed
to achieve a high field while optimising thickness, inside a 12 mm thick Al 5083 support cylin-
der. The inner and outer diameters of the solenoid are 2.46 m and 2.56 m and its axial length
is 5.8 m. The coil mass is 5.4 tonnes and the stored energy is 40 MJ. The stored-energy-to-mass
ratio of only 7.4 kJ/kg at nominal field [2] clearly demonstrates successful compliance with the
design requirement of an extremely light-weight structure. The flux is returned by the steel of the
ATLAS hadronic calorimeter and its girder structure (see figure 2.1). The solenoid is charged and
discharged in about 30 minutes. In the case of a quench, the stored energy is absorbed by the en-
thalpy of the cold mass which raises the cold mass temperature to a safe value of 120 K maximum.
Re-cooling to 4.5 K is achieved within one day.
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Figure 2.1: Geometry of magnet windings and
tile calorimeter steel. The eight barrel toroid
coils, with the end-cap coils interleaved are
visible. The solenoid winding lies inside the
calorimeter volume. The tile calorimeter is
modelled (section 2.2.2) by four layers with dif-
ferent magnetic properties, plus an outside re-
turn yoke. For the sake of clarity the forward
shielding disk (section 3.2) is not displayed.

Figure 2.2: Bare central solenoid in the factory
after completion of the coil winding.

phases. The cold-mass and cryostat integration work began in 2001. The first barrel toroid coil
was lowered in the cavern in fall 2004, immediately followed by the solenoid (embedded inside the
LAr barrel calorimeter). The remaining seven barrel-toroid coils were installed in 2004 and 2005,
and the end-cap toroids in the summer of 2007.

2.1.1 Central solenoid

The central solenoid [2] is displayed in figure 2.2, and its main parameters are listed in table 2.1.
It is designed to provide a 2 T axial field (1.998 T at the magnet’s centre at the nominal 7.730 kA
operational current). To achieve the desired calorimeter performance, the layout was carefully
optimised to keep the material thickness in front of the calorimeter as low as possible, resulting
in the solenoid assembly contributing a total of ⇠ 0.66 radiation lengths [9] at normal incidence.
This required, in particular, that the solenoid windings and LAr calorimeter share a common vac-
uum vessel, thereby eliminating two vacuum walls. An additional heat shield consisting of 2 mm
thick aluminium panels is installed between the solenoid and the inner wall of the cryostat. The
single-layer coil is wound with a high-strength Al-stabilised NbTi conductor, specially developed
to achieve a high field while optimising thickness, inside a 12 mm thick Al 5083 support cylin-
der. The inner and outer diameters of the solenoid are 2.46 m and 2.56 m and its axial length
is 5.8 m. The coil mass is 5.4 tonnes and the stored energy is 40 MJ. The stored-energy-to-mass
ratio of only 7.4 kJ/kg at nominal field [2] clearly demonstrates successful compliance with the
design requirement of an extremely light-weight structure. The flux is returned by the steel of the
ATLAS hadronic calorimeter and its girder structure (see figure 2.1). The solenoid is charged and
discharged in about 30 minutes. In the case of a quench, the stored energy is absorbed by the en-
thalpy of the cold mass which raises the cold mass temperature to a safe value of 120 K maximum.
Re-cooling to 4.5 K is achieved within one day.
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Figure 2.3: Barrel toroid as installed in the underground cavern; note the symmetry of the support-
ing structure. The temporary scaffolding and green platforms were removed once the installation
was complete. The scale is indicated by the person standing in between the two bottom coils.
Also visible are the stainless-steel rails carrying the barrel calorimeter with its embedded solenoid,
which await translation towards their final position in the centre of the detector.

The conductor and coil-winding technology is essentially the same in the barrel and end-cap
toroids; it is based on winding a pure Al-stabilised Nb/Ti/Cu conductor [13] into pancake-shaped
coils, followed by vacuum impregnation.

The cold-mass integration [14] and the cryostat integration [15] were performed at CERN
over a period of approximately three years, and were completed in summer 2005. In parallel, all
coils successfully underwent on-surface acceptance test procedures [16]. Cool down and testing
of the barrel toroid in the cavern took place in 2006. The cool down of the 360-tonne cold mass
to 4.6 K takes five weeks. The test programme included normal ramps, up to nominal current (in
2 hours) followed by either a slow dump (in 2 hours) or a fast dump (in 2 minutes) in the case
of a provoked quench. The ultimate test sequence that proved the system’s health is shown in
figure 2.4. The magnet current is raised in steps up to its nominal value of 20.5 kA and then finally
up to 21.0 kA, demonstrating the ability of the system to withstand at least an additional 500 A.
The current is then allowed to decay back to its design value; the magnet is finally turned off by a
deliberate fast dump. After re-cooling the cycle was repeated, demonstrating that no degradation
had occurred up to the nominal operating current. During a fast dump, triggered either manually or
by the quench detection system, the stored energy of 1.1 GJ is absorbed by the enthalpy of the cold
mass following the activation of four quench heaters per coil and in all eight coils, which forces
the entire magnet into the normal conducting state within less than two seconds. This leads to a
very safe global cold mass temperature of about 58 K and a hot-spot temperature in the windings of
about 85 K maximum. The uniform quench heating system also ensures that the internal voltage in
the toroid is kept at a low value of about 70 V. After a fast dump the magnet cooling system needs
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Fig. 3.3: A schematic diagram of the ATLAS magnet system (top), a photograph of the solenoid (left),
and a photograph of the ATLAS magnet system (right) are shown. Those are taken from Reference [11].
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3.3.2 Luminosity Detectors

A determination of luminosity is performed by LUCID3) placed at ±17 m from the center of the AT-
LAS detector aligned with the beam pipe. It is upgraded during a long shutdown in 2015 to enhance the
radiation endurance [66]. The primary purpose of the LUCID is providing relative luminosity by detect-
ing inelastic proton-proton scatterings in the forward region. The LUCID consists of Cerenkov tubes,
and those enable us to count a number of charged particles proportion to the number of interactions per
bunch crossing by using the pulse-height. A measurement in 2015 and 2016 achieved 2.1% accuracy on
an absolute luminosity.

3.3.3 Inner Tracker

The tracking, the reconstruction of charged particle trajectory, is performed by the inner detectors. Those
consist of three subsystems, Pixels, SCT, and TRT. The schematic graphs of the inner detectors are
illustrated in Figure 3.4. Each subsystem is introduced as follows.

Pixel Detector: The most inner tracker system, the Pixel Detectors is made of four cylindrical layers
of silicon pixel modules covering inner radii of 33.25-122.5 mm and |η| < 2.5. The most inner pixel
layer called IBL(Insertable B-Layer) is newly added before the 2015 run for the better tracking quality
and radiation endurance. The IBL is installed at 33.25 mm from the beamline, and it has 50 × 250 µm
pitch pixels and is qualified for a radiation hardness up to 5 × 1015 1-MeVneqcm−2 4) corresponding to
550 fb−1 with a peak luminosity of 3 × 1034 cm−2s−1 [67]. The next three outer cylindrical layers and
two end-caps each with three discs cover |η| <∼ 2.5 by 1744 pixel sensors with 250 µm thick and size
of 50× 400 µm2. Each sensor has 47232 readout channels. The sensors are operated in the temperature
between −5 and −10 ◦C to reduce leakage current.

SCT : The subsystem placed at the next outer of the Pixel Detector is called SCT (Semiconductor
Tracker) made by silicon microstrips located at 30-50 cm from the beamline. 80 µm pitch microstrips
printed on the front and back with ±20 mrad angled each other to reconstruct the two-dimensional loca-
tion of the energy deposit. Modules are installed as four layers, there are 2112 modules on the barrel and
1976 modules in the end-cap regions.

TRT : The TRT made by transition radiation detectors located 50-100 cm from the beamline covering
|η| < 2.0. Drift tubes with a dimension of 4 mm diameter and 144 cm length are filled by a mixture of
Xenon (70%), CO2 (27%), and Oxygen (3%). The TRT used not only tracking but also the separation
between electrons and pions by using the difference of intensity of transition radiation characterized by
those Lorentz factors.

Hits on the above detectors are collectively used for the tracking. Designed tracking resolution is
σpT/pT = 0.05%pT ⊕ 1% with coverage of |η|± 2.5.

3)LUCID stands for LUminosity measurement using Cerenkov Integrating Detector.
4)1-MeVneqcm−2 is a unit for the number of neutrons with an energy of 1MeV per squared centimeter.
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Figure 4.3: Drawing showing the sensors and structural elements traversed by two charged tracks
of 10 GeV pT in the end-cap inner detector (h = 1.4 and 2.2). The end-cap track at h = 1.4 traverses
successively the beryllium beam-pipe, the three cylindrical silicon-pixel layers with individual sen-
sor elements of 50⇥400 µm2, four of the disks with double layers (one radial and one with a stereo
angle of 40 mrad) of end-cap silicon-microstrip sensors (SCT) of pitch ⇠ 80 µm, and approxi-
mately 40 straws of 4 mm diameter contained in the end-cap transition radiation tracker wheels.
In contrast, the end-cap track at h = 2.2 traverses successively the beryllium beam-pipe, only the
first of the cylindrical silicon-pixel layers, two end-cap pixel disks and the last four disks of the
end-cap SCT. The coverage of the end-cap TRT does not extend beyond |h | = 2.

4.2 Inner-detector sensors

This section describes the detector sensors of the pixel, SCT and TRT sub-systems - silicon pixel
and micro-strip sensors in section 4.2.1, and straw tubes filled with a Xe/CO2/O2 gas mixture
in section 4.2.2. As discussed in section 3.3, the detector sensors are subject to large integrated
radiation doses. They have therefore been developed and controlled to withstand the expected
irradiation, with a safety factor of approximately two.

4.2.1 Pixel and SCT detector sensors

The pixel and SCT sensors [63, 64] are required to maintain adequate signal performance over
the detector lifetime at design luminosity (with the exception of the pixel vertexing layer, as dis-
cussed above). The integrated radiation dose has important consequences for the sensors of both
detectors. In particular the required operating voltage, determined by the effective doping concen-
tration, depends on both the irradiation and the subsequent temperature-sensitive annealing. The
sensor leakage current also increases linearly with the integrated radiation dose. The n-type bulk
material effectively becomes p-type after a fluence Fneq of ⇠ 2⇥1013 cm�2. The effective doping
concentration then grows with time in a temperature-dependent way. To contain this annealing
and to reduce the leakage current, the sensors will, as noted above, be operated in the temperature
range –5�C to –10�C. The sensors must further meet significant geometrical constraints on their
thickness, granularity and charge-collection efficiency.
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Fig. 3.4: Schematic graphs of the inner tracker system taken from Reference [11] are shown. The inner
tracker has a dimension of a ∼ 1 m diameter which consists of the IBL at R = 33.25 mm, Pixel at
R = 50.5 − 122.5 mm, SCT at R = 299 − 514 mm, and TRT at R = 554 − 1082 mm as shown in the
top graph. The barrel (end-cap) inner tracker covers pseudorapidity of 1.4 (2.5) as shown in the bottom
graph.
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3.3.4 Calorimeters

The calorimeters measure the energy of particles. Two major components, Electromagnetic Calorimeter
and Hadron Calorimeter are built outside of the inner tracker as illustrated in Figure 3.5.

2008 JINST 3 S08003

Figure 1.3: Cut-away view of the ATLAS calorimeter system.

Calorimeters must provide good containment for electromagnetic and hadronic showers, and
must also limit punch-through into the muon system. Hence, calorimeter depth is an important
design consideration. The total thickness of the EM calorimeter is > 22 radiation lengths (X0)
in the barrel and > 24 X0 in the end-caps. The approximate 9.7 interaction lengths (l ) of active
calorimeter in the barrel (10 l in the end-caps) are adequate to provide good resolution for high-
energy jets (see table 1.1). The total thickness, including 1.3 l from the outer support, is 11 l
at h = 0 and has been shown both by measurements and simulations to be sufficient to reduce
punch-through well below the irreducible level of prompt or decay muons. Together with the large
h-coverage, this thickness will also ensure a good Emiss

T measurement, which is important for many
physics signatures and in particular for SUSY particle searches.

1.3.1 LAr electromagnetic calorimeter

The EM calorimeter is divided into a barrel part (|h | < 1.475) and two end-cap components
(1.375 < |h | < 3.2), each housed in their own cryostat. The position of the central solenoid in
front of the EM calorimeter demands optimisation of the material in order to achieve the de-
sired calorimeter performance. As a consequence, the central solenoid and the LAr calorimeter
share a common vacuum vessel, thereby eliminating two vacuum walls. The barrel calorimeter
consists of two identical half-barrels, separated by a small gap (4 mm) at z = 0. Each end-cap
calorimeter is mechanically divided into two coaxial wheels: an outer wheel covering the region
1.375 < |h | < 2.5, and an inner wheel covering the region 2.5 < |h | < 3.2. The EM calorimeter is
a lead-LAr detector with accordion-shaped kapton electrodes and lead absorber plates over its full
coverage. The accordion geometry provides complete f symmetry without azimuthal cracks. The
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Fig. 3.5: A schematic graph of the calorimeter system taken from Reference [11] is shown. The
calorimeter system consists of the LAr electromagnetic barrel, tile barrel, extended barrel, LAr elec-
tromagnetic end-cap, LAr hadronic end-cap, and LAr forward at the end-cap regions.

Electromagnetic Calorimeter: The electromagnetic calorimeter is made by lead and liquid Argon for
detecting electromagnetic showers. It is subdivided into the barrel (|η| < 1.4) and end-caps (1.4 <
|η| < 3.2) by pseudorapidity. The electromagnetic calorimeter is shaped like an accordion to cover
complete ϕ ranges without any cracks and to extract signals rapidly at the tail or head of the electrodes.
Both the barrel and end-cap electromagnetic calorimeters are divided into three longitudinal layers. The
granularity and radiation length(X0) for those at η = 0 are represented as ∆η × ∆ϕ = 0.003 × 0.1

and X0 = 4.3, ∆η × ∆ϕ = 0.025 × 0.025 and X0 = 16, and ∆η × ∆ϕ = 0.05 × 0.025 and X0 = 2.
A schematic diagram for the barrel calorimeter cells is shown in Figure 3.6. The energy deposits in
the liquid Argon gap induce electric current proportional to the deposited energy. The triangular input
current pulse which has a length of the maximum drift time (typically 450 ns) is shaped by a bipolar filter
in front-end boards [68] to avoid overlap with the next collision as shown in Figure 3.7. In order to cover
the required dynamic range, three different gains, high, medium and low are implemented corresponding
to 100, 10, and 1 linear gain scales, respectively. The amplified signals are sampled at 40 MHz and
digitized by a 12-bit analog-to-digital (ADC) converter.
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Figure 5.4: Sketch of a barrel module where the different layers are clearly visible with the ganging
of electrodes in f . The granularity in h and f of the cells of each of the three layers and of the
trigger towers is also shown.

5.2.2 Barrel geometry

The barrel electromagnetic calorimeter [107] is made of two half-barrels, centred around the z-
axis. One half-barrel covers the region with z > 0 (0 < h < 1.475) and the other one the region
with z < 0 (�1.475 < h < 0). The length of each half-barrel is 3.2 m, their inner and outer
diameters are 2.8 m and 4 m respectively, and each half-barrel weighs 57 tonnes. As mentioned
above, the barrel calorimeter is complemented with a liquid-argon presampler detector, placed in
front of its inner surface, over the full h-range.

A half-barrel is made of 1024 accordion-shaped absorbers, interleaved with readout elec-
trodes. The electrodes are positioned in the middle of the gap by honeycomb spacers. The size
of the drift gap on each side of the electrode is 2.1 mm, which corresponds to a total drift time
of about 450 ns for an operating voltage of 2000 V. Once assembled, a half-barrel presents no
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supplies which power the readout are mounted in an external steel box, which has the cross-section
of the support girder and which also contains the external connections for power and other services
for the electronics (see section 5.6.3.1). Finally, the calorimeter is equipped with three calibration
systems: charge injection, laser and a 137Cs radioactive source. These systems test the optical
and digitised signals at various stages and are used to set the PMT gains to a uniformity of ±3%
(see section 5.6.2).

5.3.1.2 Mechanical structure
Photomultiplier

Wavelength-shifting fibre

Scintillator Steel

Source

tubes

Figure 5.9: Schematic showing how the mechan-
ical assembly and the optical readout of the tile
calorimeter are integrated together. The vari-
ous components of the optical readout, namely
the tiles, the fibres and the photomultipliers, are
shown.

The mechanical structure of the tile calorime-
ter is designed as a self-supporting, segmented
structure comprising 64 modules, each sub-
tending 5.625 degrees in azimuth, for each of
the three sections of the calorimeter [112]. The
module sub-assembly is shown in figure 5.10.
Each module contains a precision-machined
strong-back steel girder, the edges of which
are used to establish a module-to-module gap
of 1.5 mm at the inner radius. To maximise
the use of radial space, the girder provides both
the volume in which the tile calorimeter read-
out electronics are contained and the flux return
for the solenoid field. The readout fibres, suit-
ably bundled, penetrate the edges of the gird-
ers through machined holes, into which plas-
tic rings have been precisely mounted. These
rings are matched to the position of photomul-
tipliers. The fundamental element of the ab-
sorber structure consists of a 5 mm thick mas-
ter plate, onto which 4 mm thick spacer plates
are glued in a staggered fashion to form the
pockets in which the scintillator tiles are lo-
cated [113]. The master plate was fabricated
by high-precision die stamping to obtain the dimensional tolerances required to meet the specifica-
tion for the module-to-module gap. At the module edges, the spacer plates are aligned into recessed
slots, in which the readout fibres run. Holes in the master and spacer plates allow the insertion of
stainless-steel tubes for the radioactive source calibration system.

Each module is constructed by gluing the structures described above into sub-modules on a
custom stacking fixture. These are then bolted onto the girder to form modules, with care being
taken to ensure that the azimuthal alignment meets the specifications. The calorimeter is assembled
by mounting and bolting modules to each other in sequence. Shims are inserted at the inner and
outer radius load-bearing surfaces to control the overall geometry and yield a nominal module-
to-module azimuthal gap of 1.5 mm and a radial envelope which is generally within 5 mm of the
nominal one [112, 114].
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Fig. 3.6: A schematic graph of the electromagnetic calorimeter cells at pseudorapidity of 0 (left) and the
barrel hadronic calorimeter cells (right) are shown. Those are taken from Reference [11]. The first layer
of the electromagnetic calorimeter has a very thin width (4.69 mm) to separate γ and π0 → γγ. The
most of energy from electromagnetic shower deposits at the second layer having a 16 radiation length.
The hadronic calorimeter cell consists of sandwiches of scintillator and steel, and the light produced by
the scintillator is guided to the photomultiplier by wavelength-shifting fibers. Source tubes are made to
calibrate photomultiplier gains.
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Figure 5.30: Amplitude versus time for triangu-
lar pulse of the current in a LAr barrel electro-
magnetic cell and of the FEB output signal after
bi-polar shaping. Also indicated are the sampling
points every 25 ns.

The shaped signals are then sampled
at the LHC bunch-crossing frequency of
40 MHz by four-channel switched-capacitor ar-
ray (SCA) analogue pipeline ASIC’s. The SCA
stores the analogue signals during the L1 trig-
ger latency in pipelines of 144 cells, and also
serves as a multiplexer and de-randomising
buffer in front of the ADC for triggered events.

For events accepted by the L1 trigger,
typically five samples per channel and only
one of the three gain scales are read out from
the SCA. A gain-selector chip (GSEL) is used
to select the optimal readout gain individually
for each calorimeter channel and separately for
each L1 trigger. Two commercial dual op-amp
chips couple the SCA outputs to commercial
12-bit ADC’s used for the digitisation of the
analogue signals. The signals are formatted by
the GSEL, multiplexed (SMUX), serialised at 1.6 Gbits/s (GLINK), and then transmitted via a
single optical transmitter (OTx) based on vertical-cavity surface-emitting laser diodes (VCSEL).

Each shaper ASIC contains an analogue summing circuit, which sums its four channels as the
first step in producing sums for the L1 trigger system. Channels can be individually enabled or dis-
abled during FEB configuration in order to mask noisy channels. The four-channel sums are routed
on the FEB to plug-in boards, which contain the next stage of the trigger analogue summing tree and
which drive their output sums through the crate back-plane to the tower-builder (or tower-driver)
boards, where the sums are completed before transmission off-detector to the L1 trigger system.

5.6.1.3 Tile calorimeter front-end electronics

The front-end electronics of the tile calorimeter are housed inside drawers located within the
steel girders which constitute the external support frame of the tile-calorimeter modules (see sec-
tion 5.3.1.1). A block diagram of the tile-calorimeter front-end electronics and readout components
inside the drawer is shown in figure 5.31.

A key element in the readout is the photomultiplier (PMT) block [131]. It is a mechanical
structure comprising a steel cylinder and mu-metal shield for magnetic shielding, which contains
a light mixer, a photomultiplier tube, a voltage divider and the so-called 3-in-1 card. The light
mixer is an optical plastic insert which mixes the light from the readout fibres to ensure uniform
illumination of the photo-cathode. The PMT’s with their compact 8-dynode structure are used to
measure the scintillation light [132]. All PMT’s were burned in and tested for linearity, stability,
dark current and operating voltage for a nominal gain of 105 [112]. The average operating voltage
for nominal gain is 680 V. The assembled PMT blocks are inserted inside precision slots inside the
aluminium structure of the drawers, which ensure accurate placement of the light mixer relative to
the fibre bundle for each readout cell.

– 142 –

Fig. 3.7: A schematic graph of triangular pulse by the LAr calorimeter and a shaped amplitude are
shown. The shaped amplitude is sammpled every 25 ns. This plot is taken from [11].
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Hadron Calorimeter: The hadronic calorimeter is placed outside of the electroweak calorimeter to
detect the hadronic shower made by hadrons. It is separated into the barrel (|η| < 1.7), end-caps (1.5 <
|η| < 3.2), and forward (3.1 < |η| < 4.9). The barrel is made by steal absorbers, scintillating tiles,
and photomultipliers, which divided into three longitudinal layers having approximately 1.5, 4.1, and 1.8
interaction length thicks at η = 0. Each readout cell is segmented by ∆η × ∆ϕ = 0.1 × 0.1 in the first
and second layers and 0.1 × 0.2 in the third layer. A schematic diagram is shown in Figure 3.6. The
end-cap calorimeters are a sampling calorimeter made by liquid Argon and copper plates. Cryostats are
shared with the end-cap electromagnetic calorimeters and the forward hadron calorimeters. The size of
a readout cell is ∆η × ∆ϕ = 0.1 × 0.1 in the 1.5 < |η| < 2.5 and 0.2 × 0.2 in the 2.5 < |η| < 3.2.
The forward hadron calorimeter the sampling calorimeter is made by liquid Argon and metal plates and
is separated into three layers. The first layer uses copper plates as absorbers the same as the end-cap
calorimeter. The second and third layer employs tungsten as absorbers. The absorption lengths are 2.66,
3.68 and 3.60 for each layer.

The hits in the calorimeters are collectively used in analyses to reconstruct the energy of particles. The
designed energy resolution for the electromagnetic calorimeter is σE/E = 10%/

√
E ⊕ 0.7% with cov-

erage of |η| < 3.2, and the barrel and end-cap hadron calorimeter are designed to be a resolution of
σE/E = 50%/

√
E⊕3% with coverage of |η| < 3.2. Design resolution of the forward hadron calorimeter

is σE/E = 100%/
√
E⊕ 10% covered 3.1 < |η| < 4.9.

3.3.5 Muon Spectrometer

The muon spectrometers are placed on the most outside of the ATLAS detector to detect punch-through
minimum ionization particles. It is used for both identification and triggering. Four types of modules are
constructed as shown in Figure 3.8. The major parameters of them are shown in Table 3.2.

MDT and CSC : Precision measurements of muons are performed by Monitored Drift Tubes (MDT) and
Cathode Strip Chambers (CSC). The MDT consists of three to eight layers of drift tubes with a diameter
of 29.970 mm, filling with a mixture of Ar and CO2 at 3 bar. Resultant electrons by the ionization are
collected by a tungsten-rhenium wire with a diameter of 50 µm at a potential of 3080 V. Modules of
multi-layer drift tubes with 1-6 m length and 1-2 m width are placed as three cylindrical layers with
radii of 5, 7.5, and 10 m and four end-cap wheels at distances of |z| ∼ 7.4, 10.8, 14, and 21.5 m.
1088 MDT chambers cover |η| < 2.7 corresponding to 5500 m2. The resolution of the MDT for the
z− axis direction is 35 µm. Muon flux at the forward regions particularly higher than that of the barrel
region, thus a position-sensitive detector, the CSC is aligned at 2 < |η| < 2.7 for resolving multi-track
ambiguities. The CSC system consists of two wheels with 16 chambers each. Each chamber consists of
four CSC planes that have one layer of anode wire and orthogonally placed two layers of cathode strips.
The orthogonal cathode strips allow measuring both η and ϕ positions. The total coverage of CSC is
65 m2. The resolution of MDT for R and ϕ directions is 40 µm and 5 mm, respectively. The tracking
resolution for the muon spectrometer is designed to be σpT/pT = 10% at pT = 1 TeV.

RPC and TGC : The muon triggering is performed by Resistive Plate Chambers (RPC) and Thin Gap
Chambers (TGC). For the barrel region (|η| < 1.05), three layers of the RPCs are placed. The RPC
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is a simple chamber without wires filling with a mixture of C2H2F4, Iso-C4SF6, and SF6 (94.7, 5, and
0.3% fractions for each) with a 2 mm gas gap operating a potential of 9.6 kV. In the end-cap regions
(1.05 < |η| < 2.4), four layers of the TGCs are placed across an end-cap toroid magnet. The TGC
operates as multi-wire proportional chambers with a 2.8 mm gas gap operating a potential of 2.9 kV.
Both of the RPC and TGC have thinner gas gaps and higher voltages than the MDT and CSC, therefore,
those achieved small average time jitters of 1.5 ns and 4 ns, respectively.

2008 JINST 3 S08003

Figure 1.4: Cut-away view of the ATLAS muon system.

1.4 Muon system

The conceptual layout of the muon spectrometer is shown in figure 1.4 and the main parameters
of the muon chambers are listed in table 1.4 (see also chapter 6). It is based on the magnetic
deflection of muon tracks in the large superconducting air-core toroid magnets, instrumented with
separate trigger and high-precision tracking chambers. Over the range |h | < 1.4, magnetic bending
is provided by the large barrel toroid. For 1.6 < |h | < 2.7, muon tracks are bent by two smaller
end-cap magnets inserted into both ends of the barrel toroid. Over 1.4 < |h | < 1.6, usually referred
to as the transition region, magnetic deflection is provided by a combination of barrel and end-cap
fields. This magnet configuration provides a field which is mostly orthogonal to the muon trajec-
tories, while minimising the degradation of resolution due to multiple scattering. The anticipated
high level of particle flux has had a major impact on the choice and design of the spectrome-
ter instrumentation, affecting performance parameters such as rate capability, granularity, ageing
properties, and radiation hardness.

In the barrel region, tracks are measured in chambers arranged in three cylindrical layers
around the beam axis; in the transition and end-cap regions, the chambers are installed in planes
perpendicular to the beam, also in three layers.

– 11 –

Fig. 3.8: A schematic graph of the muon spectrometer taken from Reference [11] is shown. The muon
spectrometer consists of the MDT and RPC at the barrel region and the CSC and TGC at the end-cap
regions. Muons are bent by the barrel toroid magnet to measure those charges and momenta.

Table 3.2: Major parameters of the muon spectrometer are summarized. The values are taken from
Reference [11].

Monitored drift tubes
(MDT)

Cathode strip chambers
(CSC)

Resistive plate chambers
(RPC)

Thin gap chambers
(TGC)

Coverage |η| < 2.7 2.0 < |η| < 2.7 |η| < 1.05 1.05 < |η| < 2.7

#Chambers 1,088 32 544 3,588
#Channels 339,000 31,000 359,000 318,000
Function Precision Precision Triggering Triggering
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3.3.6 Trigger and Data Acquisition System

It is impossible to store all information provided detectors for every 25 ns collision, the trigger system is
installed to select physically motivated events as shown in Figure 3.9. Details of the trigger system are
summarized in References [69, 70]. The ATLAS trigger system consists of a hardware-based Level-1
trigger (L1) and software-based High-Level Trigger (HLT).

Fig. 3.9: A schematic graph of the trigger system taken from [69] is shown. The L1 trigger decisions are
made for all collisions (40 MHz) with information about the calorimeters and the muon spectrometers.
The L1 accept rate is approximately 100 kHz. The HLT trigger decisions are made for all events accepted
by the L1 with information about full detectors and L1 objects. Approximately 1.5 kHz of events are
accepted by the HLT, and all the hit information is stored in the permanent storage at CERN.

The L1 consists of L1Calo, L1Muon, L1Topo, and CTP (central trigger processor) for triggering elec-
trons, muons, hadronic taus, photons, jets, and Emiss

T
5). The L1Calo exploits 7168 calorimeter towers

which made by the harsh granularity of ∆ϕ×∆η = 0.1× 0.1 for fast readouts. For the L1 electron and
L1 photon, 2×2 core towers and 12 surrounded towers of electromagnetic calorimeters are used for cap-
turing the electron energy and calculating isolation requirement, respectively. For the L1 jet, wider 4× 4
core towers of electromagnetic and hadron calorimeters are collectively used since the jet is typically
wider than the showers for electrons and photons. The L1Muon makes use of RPC and TGC hits and
fires if there is a coincidence between different chambers based on the predefined look-up-tables. Such

5)An experimental definition of Emiss
T is described in Section 4.7.
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reconstructed L1 objects by the L1Calo and L1Muon are sent to the L1Topo. The L1Topo performs se-
lections based on kinematical information about L1 objects. Then all information calculated by L1Calo,
L1Muon, and L1Topo are sent to the CTP to make trigger decisions about up to 512 trigger items and
defines the region of interests (ROI). The latency for the whole L1 trigger system is 2.5 µs.

The HLT reconstructs objects with offline like algorithms6) with the full detector information around
ROI in a large CPU farm (40,000 processor cores) and providing about 2500 independent trigger chains.
Some triggers are worked as a prescale trigger. A prescale trigger is the one which fired at random 1/n

events satisfying the trigger selection, where n referred to as prescale factor. The processing time of the
HLT is typically within 300 ms.

L1 and HLT trigger rate decompositions for a typical fill are shown in Figure 3.10. In the L1, half of the
total trigger rate is occupied by the lepton triggers. The Emiss

T trigger has a dependence on instantaneous
luminosity, hence the HLT trigger rate was dominant at the beginning of collisions, but it was suppressed
at the end of collisions.
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Fig. 3.10: A trigger rate decomposition for each the L1 (left) and HLT (right) in a data taking in July
2016 with a peak instantaneous luminosity of 1.2×1034 cm−2s−1 are shown [70]. The x-axis corresponds
to a running time since the collisions started. Due to the trigger multi-firing in an event, the total output
rate (black) is less than the sum of the individual trigger rate. Generally, a trigger rate decreases with
respect to a running time because of proton losses, but it increases several times in a run because of
redefinitions of prescale factors.

In summary, an original event rate, 40 MHz is suppressed to 100 kHz by the L1 triggers, and the HLT
suppresses the event rate down to ∼ 1.5 kHz. All information about detector hits for triggered events is
stored in the storage at CERN for analyses.

6)Offline reconstruction algorithm are shown in Chapter 4.
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CHAPTER 4

Physics Object Reconstruction and Identification

Fundamental particles produced by collisions at the LHC are detected by ATLAS detectors introduced
in the previous chapter. Hits of the detectors for triggered events are digitized and stored in the storage
at CERN or data centers in the world. Physics objects such as electrons, muons, jets, are reconstructed
from the digitized hits (Reconstruction). Those objects are calibrated by the simulated events and ob-
served data (Calibration) and solved overlaps between objects (Overlap Removal). Missing transverse
momentum Emiss

T is reconstructed from electrons, muons, and jets. Objects other than the q/g jet are
identified themselves from enormous q/g jets by various criteria (Identification). The above workflow is
summarized as a schematic graph shown in Figure 4.1.

Calibration

Reconstruction

Identification

Overlap removal MET
Analysis

Calo

Jet

topo clusterEM cluster

(W/Z /t/b/q/g)

ID

electron

track Vertex

soft term
for calib .for calib .

for id .

(loose/medium/tight)

MS

muon

MS track

for calib .
(loose/medium/tight)

Fig. 4.1: A schematic graph of the workflow for the object reconstruction, identification, calibration,
and overlap removal is shown. The ID, MS, and Calo stand for the inner detector, muon spectrometer,
and calorimeters, respectively. The reconstruction and identification techniques are briefly introduced
in the following sections. A dedicated schematic flow for large-R jets is described in Figure 5.1. The
tau leptons and photons are not explicitly drawn in this schematic graph since those are not used in this
study.

This chapter describes concise introductions to the object reconstruction and identification for each
physics object (Physics object referred to as “Object” in short). As for jets, dedicated discussions are
described in Chapter 5.
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4.1 Tracks and Vertices

A standard track is reconstructed by the Inner Detectors (ID) with space-points which are the three-
dimensional position of the hit converted from raw data of the ID. The multi-hits at pixels in the same
sensor from a charged particle are merged as clusters by the Connected Component Analysis (CCA) [71]
which groups hits neighbored on using a linear approximation and neural network-based algorithm [72].
The primary track referred to as a seed track is reconstructed from space-points at four layers of the
pixel detector. The seed track is extended to TRT hits and tested by Kalman Filter [73] which character-
ized by the track parameters (d0, z0, ϕ0, θ, q/p). The first fit is performed with a pion-track-hypothesis
assuming the energy loss in the ID for a minimum ionization particle, the second fit assumes an electron-
track-hypothesis which loses energy at each hit surface with the bremsstrahlung. The successful track
candidates are performed χ2 based quality checks. Detailed discussions can be found in Reference [74].
From the 2015 run, TIDE1) algorithm is used for the dense environment for the increasing pileup condi-
tion at

√
s = 13 TeV. Track reconstruction efficiencies are improved for light flavor jets (b-quark jets)

from 82% (75%) to 94% (83%) at 0.006 < ∆R(jet, track) < 0.01.

A vertex is reconstructed from tracks with pT > 400 GeV with the Interactive Vertex Finding algorithm
[75] which identifies the peak in the z-axis position of extrapolated tracks to the beam spot. Further χ2

based algorithm, the Adaptive Vertex Fitting algorithm [76] refines the accuracy of the vertex position.
After the reconstruction of vertices, tracks are refitted until all of the tracks belong to any vertices. The
vertex with the highest

∑
p2T is referred to as primary vertex.

4.2 Topological-Clusters

A topological-cluster (topo-cluster) is a four-momentum formed by hits of both the electromagnetic
and hadron calorimeters. The reconstruction algorithm is as follows. The first step is a seed finding
which searches calorimeter cells with EEM

cell/σ
EM
noise,cell > 4, where EEM

cell stands for energy corrected by
EM-scale2). The found seed forms a proto-cluster which is a four-momentum pointing toward the cell
from the primary vertex. In the second step, neighboring cells being geometrically adjacent in the given
sampling layer or being overlapping in the (η,ϕ) in the adjacent layers with EEM

cell/σ
EM
noise,cell > 2 are

merged into the proto-cluster. If a cell with EEM
cell/σ

EM
noise,cell > 0 is attached to two different proto-clusters,

those are merged with each other. The second step is iteratively performed in the order of EEM
cell/σ

EM
noise,cell

for proto-clusters. In the final step, cells with EEM
cell/σ

EM
noise,cell > 0 neighboring to each proto-cluster are

merged.

1)TIDE stands for Tracking In Dense Environment.
2)EM-scale stands for scales of correction for e, γ without including the non-compensating character of the ATLAS

calorimeters.
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4.3 Electrons

4.3.1 Reconstruction

An electron is identified as energy deposits in the electromagnetic calorimeter matched to a track identi-
fied by the inner tracker. An electron loses its energy in the material by the bremsstrahlung, and resultant
photons may decay to an electron-positron pair. Those electrons, positrons, and photons are typically
emitted into almost the same direction from the original electron direction. Thus, those remnants are
collectively detected by the electromagnetic calorimeter. A schematic diagram of an electron path and
related detectors is shown in Figure 4.2.

second layer

first layer (strips)

presampler

third layer hadronic calorimeter

TRT (73 layers)

SCT
pixels

insertable B-layer

beam spot

beam axis

d0

η

φ

∆η×∆φ = 0.0031×0.098

∆η×∆φ = 0.025×0.0245

∆η×∆φ = 0.05×0.0245

electromagnetic 
calorimeter

Figure 1: A schematic illustration of the path of an electron through the detector. The red trajectory shows the
hypothetical path of an electron, which first traverses the tracking system (pixel detectors, then silicon-strip detectors
and lastly the TRT) and then enters the electromagnetic calorimeter. The dashed red trajectory indicates the path of a
photon produced by the interaction of the electron with the material in the tracking system.

calorimeter, charged-particle tracks identified in the inner detector, and close matching in ⌘ ⇥ � space of
the tracks to the clusters to form the final electron candidates. Therefore, electron reconstruction in the
precision region of the ATLAS detector (|⌘| < 2.47) proceeds along those steps, described below in this
order. Figure 1 provides a schematic illustration of the elements that enter into the reconstruction and
identification (see Section 6) of an electron.

5.1 Seed-cluster reconstruction

The ⌘ ⇥ � space of the EM calorimeter is divided into a grid of 200 ⇥ 256 elements (towers) of size
�⌘ ⇥ �� = 0.025 ⇥ 0.025, corresponding to the granularity of the second layer of the EM calorimeter. For
each element, the energy (approximately calibrated at the EM scale), collected in the first, second, and
third calorimeter layers as well as in the presampler (only for |⌘| < 1.8, the region where the presampler is
located) is summed to form the energy of the tower. Electromagnetic-energy cluster candidates are then
seeded from localised energy deposits using a sliding-window algorithm [27] of size 3 ⇥ 5 towers in ⌘ ⇥ �,
whose summed transverse energy exceeds 2.5 GeV. The centre of the 3 ⇥ 5 seed cluster moves in steps of
0.025 in either the ⌘ or � direction, searching for localised energy deposits; the seed-cluster reconstruction
process is repeated until this has been performed for every element in the calorimeter. If two seed-cluster
candidates are found in close proximity (if their towers overlap within an area of �⌘ ⇥ �� = 5 ⇥ 9 units of
0.025 ⇥ 0.025), the candidate with the higher transverse energy is retained, if its ET is at least 10% higher
than the other candidate. If their ET values are within 10% of each other, the candidate containing the
highest-ET central tower is kept. The duplicate cluster is thereby removed. The reconstruction e�ciency
of this seed-cluster algorithm (e↵ectively ✏EMclus in Eq. (1)) depends on |⌘| and ET. As a function of ET,

10

Fig. 4.2: A schematic graph of an electron path (red line) through detectors is shown [77]. An electron
goes through four pixel layers, four SCT layers, and several TRT drift tubes. It makes then an elec-
tromagnetic shower in the electromagnetic calorimeter. The dashed red line denotes a radiated photon
produced at TRT material.

Energy deposits of an electron in the electromagnetic calorimeter are reconstructed as follows. Calorime-
ter towers which are the sum of energy deposits in three layers of the electromagnetic calorimeter at the
same ∆η× ∆ϕ = 0.025× 0.025 area. Scanning over combinations of 3× 5 towers in η× ϕ, the local
minimum of clusters are referred to as seed-cluster. If there are two seed-clusters inside the 5×9 towers,
the candidate with higher transverse energy (ET) is kept if its ET is at least 10% higher than the other
candidate. If the difference is less than 10%, the candidate with the highest ET central tower is retained.
Duplicate clusters are removed.

A track is reconstructed as described in Section 4.1, and matched to a seed-cluster with the angular
distance of −0.10 < ∆qϕ < 0.05, where ∆qϕ = −q(ϕcluster −ϕtrack), q is an electric charge of a given
electron. Duplicate tracks are removed by a dedicated algorithm taking into account the angular distance
to cluster barycenter and the number of pixel layer hits. Then a matched cluster window is expanded
from 3×5 to 3×7 in the barrel region (|η| < 1.37), to 5×5 in the end-cap regions (1.52 < η < 2.47), or
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OR logic of the two expanded regions in the transition regions (1.37 < η < 1.52). The η−ϕ coordinate
of a reconstructed electron is taken by the coordinate of the matched track, and its energy is assigned by
the energy of the corresponding expanded cluster.

The reconstruction efficiency of electrons as a function of ET is shown in Figure 4.3.
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Figure 2: Top: the total reconstruction e�ciency for simulated electrons in a single-electron sample is shown as a
function of the true (generator) transverse energy ET for each step of the electron-candidate formation: �⌘⇥�� = 3⇥5
(in units of 0.025 ⇥ 0.025) seed-cluster reconstruction (red triangles), seed-track reconstruction using the Global �2

Track Fitter (blue open circles), both of these steps together but instead using GSF tracking (yellow squares), and the
final reconstructed electron candidate, which includes the track-to-cluster matching (black closed circles). As the
cluster reconstruction requires uncalibrated cluster seeds with ET > 2.5 GeV, the total reconstruction e�ciency is less
than 60% below 4.5 GeV (dashed line). Bottom: the reconstruction e�ciency relative to reconstructed clusters, ✏reco,
as a function of electron transverse energy ET for Z ! ee events, comparing data (closed circles) with simulation
(open circles). The inner uncertainties are statistical while the total uncertainties include both the statistical and
systematic components.
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Fig. 4.3: The electron reconstruction efficiencies as a function of transverse energy (ET) of a truth
electron are shown [77]. The total reconstruction efficiency of electrons is less than 60% below 4.5 GeV
(dashed line). Inefficiencies are coming from the seed-cluster reconstruction at low ET regions and the
track reconstruction at high ET regions.

4.3.2 Identification

The reconstructed electron is required to have transverse energy of ET > 7 GeV and pseudorapidity
of |η| < 2.47, which is referred to as electron candidate. A likelihood-based (LH) identification [77]
is required to reduce the backgrounds from leptons or hadrons in jets. The LH identification is based
on shower shapes in the electromagnetic calorimeter, track quality requirements, and matching qual-
ity between a track and cluster. Electron candidates are categorized to “LooseLH”,“MediumLH”, and
“TightLH” corresponding to 96%, 94%, and 88% of identification efficiencies to signal electrons at
ET = 100 GeV, respectively. Identification efficiencies with respect to ET and η are shown in Figure 4.5.

A further isolation requirement is applied to reduce jet contamination which typically has much activity
around the electron candidate. Two working points are used in this analysis, one is “LooseTarckOnly”
that is required not to have sufficient scalar sum of track pT (piso

T,var) within ∆R = min(10GeV/pT, 0.2)

where pT is for an electron candidate, the threshold on piso
T,var is determined to have a signal efficiency

of 99%. The other one is “FixedCutTight” that requires piso
T,var/pT < 0.06. Also, a calorimeter based

requirement: Eisol
T,cone/pT < 0.06 where Eisol

T,cone is the scalar sum of energy within a ∆R = 0.2 cone is
required. An isolation efficiency for each requirement is shown in Figure 4.6.
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Table 4.1: Selections for electron and muon candidates used in the analysis are summarized. Two
definitions are defined for each object.

Electrons Muons
“loose” “tight” “loose” “tight”

pT threshold 7 GeV 27 GeV 7 GeV 27 GeV
|η| < 2.47 /∈ [1.37, 1.52] < 2.7 < 2.5

Identification LooseLH TightLH Loose Medium
Isolation LooseTrackOnly FixedCutTight LooseTrackOnly FixedCutTightTrackOnly
|d0/σ(d0)| < 5 < 3

|z0 sin θ| < 0.5 mm

Furthermore, a track of an electron candidate is required to be |d0/σd0 | < 5 and |z0 × sin θ| < 0.5 mm,
where d0 is the transverse impact parameter relative to the beamline, σd0 is its uncertainty, and z0 is
the distance between the longitudinal position of the track along the beamline at the point where d0 is
measured and the longitudinal position of the primary vertex as shown in Figure 4.4. Combining them
makes two categories as shown in Table 4.13).
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Fig. 4.4: Schematic graphs for d0 (left) and z0 (left) are shown. The “PV” and black filled stars denote
the primary vertex; the red line is a track; d0 is a minimum distance between the PV and the track. The
white filled stars represent a two-dimensional position for an intersection of the track and a d0 vector.
The z0 is defined as the difference between a black filled star and a white filled star on the z-axis.

4.3.3 Calibration

The energy of the identified electron is calibrated by the Boosted Decision Tree (BDT) [78] based re-
gression to minimize the impact of material in front of the calorimeters. The BDT is trained by the
Monte-Carlo (MC) simulations and applied to both the MC simulations and observed data. Then adjust-
ments of relative energy scales for the different layers of the electromagnetic calorimeter are applied to
calibrate residual local non-uniformities such as the boundaries between calorimeter modules and non-

3)There is a different definition of d0 and z0 exist, referred to as “3D d0 and z0” which define a green star by closest point
in 3D coordinate.
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The data e�ciencies are obtained by applying data-to-simulation e�ciency ratios that are measured in J/ ! ee and
Z ! ee events to the Z ! ee simulation. For both plots, the bottom panel shows the data-to-simulation ratios.
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Figure 8: Measured LH electron-identification e�ciencies in Z ! ee events for the Loose (blue circle), Medium (red
square), and Tight (black triangle) operating points as a function of ET (top) and ⌘ (bottom). The vertical uncertainty
bars (barely visible because they are small) represent the statistical (inner bars) and total (outer bars) uncertainties.
The data e�ciencies are obtained by applying data-to-simulation e�ciency ratios that are measured in J/ ! ee and
Z ! ee events to the Z ! ee simulation. For both plots, the bottom panel shows the data-to-simulation ratios.
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Fig. 4.5: Electron identification efficiencies for ET (left) and η (right) measured in the observed data
with Z→ ee events are shown [77]. The Loose and Tight identification criteria are used in this analysis
for the additional electron veto and leptonically decaying W/Z boson reconstruction, respectively. The
discrepancy shown in the bottom pane for each plot is corrected in dedicated calibration described in
Section 4.3.3.
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Figure 12: Isolation e�ciencies for data (in the upper panels) and the ratio to simulation (lower panels) for the
operating points given in Table 4 as a function of candidate-electron ET (left) and ⌘ (right) in Z ! ee events.
Top plots: e�ciencies for optimised operating points targeting specific e�ciencies. Bottom plots: e�ciencies
for operating points where fixed requirements are applied to the isolation variables. Cone sizes of �R = 0.2 for
calorimeter isolation and Rmax = 0.2 for track isolation are used (except for “Fix (Track Rmax = 0.4)” where a
twice larger radius cone is used). The inner uncertainties are statistical while the total uncertainties include both the
statistical and systematic components.
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Figure 12: Isolation e�ciencies for data (in the upper panels) and the ratio to simulation (lower panels) for the
operating points given in Table 4 as a function of candidate-electron ET (left) and ⌘ (right) in Z ! ee events.
Top plots: e�ciencies for optimised operating points targeting specific e�ciencies. Bottom plots: e�ciencies
for operating points where fixed requirements are applied to the isolation variables. Cone sizes of �R = 0.2 for
calorimeter isolation and Rmax = 0.2 for track isolation are used (except for “Fix (Track Rmax = 0.4)” where a
twice larger radius cone is used). The inner uncertainties are statistical while the total uncertainties include both the
statistical and systematic components.
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Fig. 4.6: Electron isolation efficiencies for ET measured in the observed data with Z→ ee events [77].
The left and right plots show different working points. The Loose (Track Only) and Fix (Tight) isolation
criteria are used in this analysis for the additional electron veto and the reconstructions of leptonically
decayingW/Z boson, respectively.
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nominal high-voltage settings in particular regions. Finally, the MC simulations and observed data are
compared, and deviations of the energy scale and resolution are corrected with Z → ee events. Sys-
tematic uncertainties are also evaluated at the same time. Figure 4.7 shows fractional uncertainties in
the electron energy scale and resolution calibrations. The dominant uncertainties in the energy scale at
ET > 20 GeV are α1/2µ and MG/HG gain components. The former is an uncertainty in the relative
response between the first and second layers of the electromagnetic calorimeter measured by energy de-
posits of muons. The latter is an uncertainty in a correction to the relative gain of the different readouts as
described in Section 3.3.4. The dominant uncertainties in the energy resolution are sampling and material
terms. The former represents a stochastic term due to the sampling nature of the calorimeter, the latter
is an uncertainty associated with the effects of the material in front of the electromagnetic calorimeter.
Details of the calibrations are summarized in Reference [79].
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Figure 14: Fractional energy scale calibration uncertainty for (a) electrons, (b) unconverted photons and (c) converted
photons, as a function of ET for |⌘ | = 0.3. The total uncertainty is shown as well as the main contributions, which
are represented by the signed impact of a one-sided variation of the corresponding uncertainty. Only a one-sided
variation for each uncertainty is shown for clarity.

in the second calorimeter layer. The total uncertainties are only partially correlated between converted and
unconverted photons.

8.9 Energy resolution uncertainties

The di�erent contributions to the energy resolution are: the shower and sampling fluctuations in the
calorimeter, the fluctuations in energy loss upstream of the calorimeter, the e�ect of electronics and pile-up
noise and the impact of residual non-uniformities a�ecting the measurement of the energy in the data. The
total contributions of the e�ects of shower and sampling fluctuations, energy loss before the calorimeter and
electronics noise are given in Section 5. The intrinsic energy resolution, defined as the expected resolution
in the absence of upstream material and with uniform response, is derived from the energy resolution in
the simulation of genuine unconverted photons. A 10% relative uncertainty is assumed for this intrinsic
energy resolution, based on test-beam studies [37]. The impact of uncertainties in the detector material
upstream of the calorimeter on the energy resolution is derived from simulations with additional material
as described in Section 8.4. The uncertainty in the electronics and pile-up noise modelling is derived from
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The uncertainty in the energy resolution comparison between data and simulation for Z ! ee decays is
described by an additional uncertainty in the constant term of the energy resolution.

Figure 16 shows the energy resolution, its total uncertainty and the di�erent contributions to the total relative
uncertainty in the resolution as a function of transverse energy for electrons and unconverted photons
at two di�erent ⌘ values. The uncertainty �⌃e,�i (ET, ⌘) due to the material in front of the calorimeter is
estimated as the change of the core Gaussian component of the energy resolution in simulated single-particle
samples with di�erent amounts of material in front of the calorimeter. The term �⌃i

⇣D
E
e(Z!ee)
T

E
, ⌘
⌘

is computed from simulated Z ! ee samples. Energy resolution corrections are derived by comparing
samples simulated with additional material with the nominal geometry simulation, following the same
procedure as used for the data and discussed in Section 7.

For electrons or photons in the transverse energy range 30–60 GeV, the energy resolution is known to a
precision of the order of 5% to 10%. For high-energy electrons or photons, where the resolution is better,
the relative uncertainty in the energy resolution reaches 20% to 50%. Compared with the results reported in
Ref. [1], the main change is the smaller uncertainty in the constant term of the energy resolution extracted
from the Z ! ee samples. This uncertainty reduction is mainly due to an improvement of the validation
step performed on pseudo-data as discussed in Section 7.1 and from better agreement between the two
methods considered.
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Figure 16: Relative energy resolution, �E/E , as a function of ET for electrons and unconverted photons at |⌘ | = 0.3
and |⌘ | = 2.0. The yellow band in the top panels shows the total uncertainty in the resolution. The breakdown of the
relative uncertainty in the energy resolution, ��/� is shown in the bottom panels.
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Fig. 4.7: Fractional uncertainties in the electron scale (left) and resolution (right) are shown [79].
For the left plot, the “αX” corresponds to the calibrations of calorimeter responses, the “MG/HG gain”
denotes a relative calibration between high- and medium-gain readout, and the “material X” represents an
uncertainty associated with calibrations for effects on material X. For the right plot, a stochastic term due
to the sampling nature of the calorimeter (Sampling term unc.) and non-desired radiation from material
in front of the calorimeter (Material unc.) are dominant.

4.3.4 Trigger

As discussed in Section 3.3.6, the electron triggers consist of the ROI construction with the electromag-
netic calorimeter information and the offline-like electron reconstruction at around the ROI. Triggers used
in this thesis are summarized in Table 4.2. The offline identification algorithm shown in Section 4.3.2
is applied at HLT, however, there are several necessary differences: the bremsstrahlung-aware refit [80]
is not performed, the LH only uses calorimeter variables, the number of primary vertices (NPV) is used
to assess pileup, whereas average number of interaction per crossing (< µ >)4) is used in the offline

4)The mean number of interaction per crossing denotes the mean of the Poisson distribution of the number of interactions
per crossing calculated for each bunch from the instantaneous luminosity (Lbunch) as µ = Lbunchσinel/fr, where σinel denotes the
inelastic cross-section for 13 TeV collisions (80 mb for this analysis), and fr represents the LHC revolution frequency.

51



4.3. ELECTRONS

Table 4.2: A summary of the electron triggers used in this thesis is shown. The L1 trigger threshold is
shown in a bracket if it is required.

trigger name threshold [GeV] LH identification isolation

2015 HLT e24 lhmedium L1EM20VH ET > 24(20) medium -
HLT e60 lhmedium ET > 60 medium -
HLT e120 lhloose ET > 120 loose -

2016 HLT e26 lhtight nod0 ivarloose ET > 26 tight w/o d0 loose
HLT e60 lhmedium nod0 ET > 60 medium w/o d0 -
HLT e120 lhloose nod0 ET > 120 loose w/o d0 -

algorithm, and some cell-level corrections [81–83] are not available online. The trigger sets for the 2016
run do not include the d0 requirement because the requirement causes inefficiency when bremsstrahlung-
aware refit is applied at the offline algorithm. The loose track only isolation is imposed on the lowest
threshold trigger in the 2016 run, which is piso

T,var/pT < 0.10.

Figure 4.8 shows the trigger efficiencies measured in Z → ee events for each year. the trigger for the
2015 (2016) run has greater than a 95% efficiency at ET > 50(60) GeV. The significant inefficiency in
the 2016 data is observed at ET < 60 GeV, which is mainly caused by the LH using only calorimeter
related variables.
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Figure 17: Evolution of the single-electron trigger combination e�ciency as a function of the o�ine electron (a) ET
and (b) ⌘ during Run 2. The changes between years are detailed in Section 10.1. E�ciency is given with respect to
o�ine tight identification and the FCTight isolation working point. The ratios of data to MC simulation e�ciencies
are also shown. The error bars indicate statistical and systematic uncertainties combined in quadrature. For (b), only
o�ine candidates with ET values at least 1 GeV above the corresponding trigger threshold are used.

The o�ine electron is required to pass the tight identification and FCTight isolation requirements. The
FCTight isolation requirement is chosen because it is the only one which has a more restrictive isolation
configuration than is used online. The sharper e�ciency turn-on as a function of ET in 2015 shown in
Figure 17(a) is due to a looser identification requirement (‘lhmedium’ versus ‘lhtight’ from 2016, a lower ET
threshold (24 GeV versus 26 GeV from 2016) and no isolation requirement. Although similar identification,
isolation, and ET requirements are imposed in the single-electron triggers in 2016–2018, some ine�ciency
at ET < 60 GeV is observed in 2016. This is explained by the di�erent electron trigger configuration used in
2016, in particular the ine�ciency of the calorimeter-only LH selection at the precision step. In 2015–2016,
triggers used simulation-based LH and were optimised relative to a di�erent o�ine selection [41], which
results in some ine�ciency; however, from 2017 a data-driven likelihood selection and introduction of
a looser fast selection with the Ringer algorithm recover the trigger e�ciency at ET < 60 GeV. The
main remaining sources of ine�ciency are the L1 electromagnetic isolation requirements discussed in
Section 8. As shown in Figure 17(b), the single-electron trigger combination e�ciency is lower in the
1.37 < |⌘ | < 1.52 and |⌘ | > 2.37 regions, where a significant amount of inactive material is present.
Further, detailed investigation into the sources of the ine�ciency relative to the o�ine selection is discussed
below.

The MC simulation e�ciency correction factors, defined in Section 7.2 and shown in the lower panels
of Figure 17, are as large as 18% close to the trigger ET threshold and at most 4% above 40 GeV. Their
⌘-dependence is fairly smooth for 2015 and 2017–2018, with typical values of less than 4% (11%) outside
(inside) the |⌘ | > 2.37 region. These e�ciency correction factors are measured with a typical precision of
0.1%.

Figure 18 shows the trigger e�ciency dependence on pile-up. This was reduced towards the end of Run 2.
The residual dependence is caused by the isolation requirements both in the HLT and at L1.

Sources of ine�ciency for the e26_lhtight_nod0_ivarloose and e60_lhmedium_nod0 triggers relative to
the o�ine reconstruction and the corresponding L1 requirements (EM22VHI) are shown in Table 9. The
sources are broken down for each of the selection steps in the HLT. A description of the steps is provided in
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Figure 17: Evolution of the single-electron trigger combination e�ciency as a function of the o�ine electron (a) ET
and (b) ⌘ during Run 2. The changes between years are detailed in Section 10.1. E�ciency is given with respect to
o�ine tight identification and the FCTight isolation working point. The ratios of data to MC simulation e�ciencies
are also shown. The error bars indicate statistical and systematic uncertainties combined in quadrature. For (b), only
o�ine candidates with ET values at least 1 GeV above the corresponding trigger threshold are used.

The o�ine electron is required to pass the tight identification and FCTight isolation requirements. The
FCTight isolation requirement is chosen because it is the only one which has a more restrictive isolation
configuration than is used online. The sharper e�ciency turn-on as a function of ET in 2015 shown in
Figure 17(a) is due to a looser identification requirement (‘lhmedium’ versus ‘lhtight’ from 2016, a lower ET
threshold (24 GeV versus 26 GeV from 2016) and no isolation requirement. Although similar identification,
isolation, and ET requirements are imposed in the single-electron triggers in 2016–2018, some ine�ciency
at ET < 60 GeV is observed in 2016. This is explained by the di�erent electron trigger configuration used in
2016, in particular the ine�ciency of the calorimeter-only LH selection at the precision step. In 2015–2016,
triggers used simulation-based LH and were optimised relative to a di�erent o�ine selection [41], which
results in some ine�ciency; however, from 2017 a data-driven likelihood selection and introduction of
a looser fast selection with the Ringer algorithm recover the trigger e�ciency at ET < 60 GeV. The
main remaining sources of ine�ciency are the L1 electromagnetic isolation requirements discussed in
Section 8. As shown in Figure 17(b), the single-electron trigger combination e�ciency is lower in the
1.37 < |⌘ | < 1.52 and |⌘ | > 2.37 regions, where a significant amount of inactive material is present.
Further, detailed investigation into the sources of the ine�ciency relative to the o�ine selection is discussed
below.

The MC simulation e�ciency correction factors, defined in Section 7.2 and shown in the lower panels
of Figure 17, are as large as 18% close to the trigger ET threshold and at most 4% above 40 GeV. Their
⌘-dependence is fairly smooth for 2015 and 2017–2018, with typical values of less than 4% (11%) outside
(inside) the |⌘ | > 2.37 region. These e�ciency correction factors are measured with a typical precision of
0.1%.

Figure 18 shows the trigger e�ciency dependence on pile-up. This was reduced towards the end of Run 2.
The residual dependence is caused by the isolation requirements both in the HLT and at L1.

Sources of ine�ciency for the e26_lhtight_nod0_ivarloose and e60_lhmedium_nod0 triggers relative to
the o�ine reconstruction and the corresponding L1 requirements (EM22VHI) are shown in Table 9. The
sources are broken down for each of the selection steps in the HLT. A description of the steps is provided in
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Fig. 4.8: Electron trigger efficiencies for each year as a function of pT (left) and η are shown [84]. Three
triggers shown in Table 4.2 for each year are combined by the logical “OR”. The efficiencies are given
with respect to offline electrons required to be the tight identification and the “FixedCutTight” isolation.
The bottom panel shows the ratio of the observed data to MC simulation efficiencies.

52



4.4. MUONS

4.4 Muons

4.4.1 Reconstruction

A muon is reconstructed by a combined fit to the ID (Inner Detector) and MS (Muon Spectrometer)
tracks. The MS track is reconstructed by the MDT, CSC, RPC, and TGC hits searched by an algorithm
based on the Hough transform [85]. MS and ID tracks are combined with several algorithms. A first
one is combined (CB) muon which is refitted with ID and MS hits. The hits used refitting are searched
outside-in or inside-out pattern recognition. The former is the muon that is first reconstructed in the MS
and the extrapolated inward and matched to an ID track. The latter one is inverse of the outside-in. A
second type of reconstructed muon is the segment-tagged (ST) muon which is an ID track with at least
one hit in the MDT or CSC chamber. The ST muon recovers reconstruction efficiencies for low pT

muons or muons on the edge of the MS coverage. The last one is calorimeter-tagged (CT) muon which
is an ID track with calorimeter energy deposits agreed with a minimum-ionizing particle. The CT muons
recover reconstruction efficiencies for ones in the crack region5) (|η| < 0.1). A schematic illustration of
the trajectories of the different sorts of muons and related detector segments is shown in Figure 4.9.
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Figure 1: A schematic illustration of the path of an electron through the detector. The red trajectory shows the
hypothetical path of an electron, which first traverses the tracking system (pixel detectors, then silicon-strip detectors
and lastly the TRT) and then enters the electromagnetic calorimeter. The dashed red trajectory indicates the path of a
photon produced by the interaction of the electron with the material in the tracking system.

calorimeter, charged-particle tracks identified in the inner detector, and close matching in ⌘ ⇥ � space of
the tracks to the clusters to form the final electron candidates. Therefore, electron reconstruction in the
precision region of the ATLAS detector (|⌘| < 2.47) proceeds along those steps, described below in this
order. Figure 1 provides a schematic illustration of the elements that enter into the reconstruction and
identification (see Section 6) of an electron.

5.1 Seed-cluster reconstruction

The ⌘ ⇥ � space of the EM calorimeter is divided into a grid of 200 ⇥ 256 elements (towers) of size
�⌘ ⇥ �� = 0.025 ⇥ 0.025, corresponding to the granularity of the second layer of the EM calorimeter. For
each element, the energy (approximately calibrated at the EM scale), collected in the first, second, and
third calorimeter layers as well as in the presampler (only for |⌘| < 1.8, the region where the presampler is
located) is summed to form the energy of the tower. Electromagnetic-energy cluster candidates are then
seeded from localised energy deposits using a sliding-window algorithm [27] of size 3 ⇥ 5 towers in ⌘ ⇥ �,
whose summed transverse energy exceeds 2.5 GeV. The centre of the 3 ⇥ 5 seed cluster moves in steps of
0.025 in either the ⌘ or � direction, searching for localised energy deposits; the seed-cluster reconstruction
process is repeated until this has been performed for every element in the calorimeter. If two seed-cluster
candidates are found in close proximity (if their towers overlap within an area of �⌘ ⇥ �� = 5 ⇥ 9 units of
0.025 ⇥ 0.025), the candidate with the higher transverse energy is retained, if its ET is at least 10% higher
than the other candidate. If their ET values are within 10% of each other, the candidate containing the
highest-ET central tower is kept. The duplicate cluster is thereby removed. The reconstruction e�ciency
of this seed-cluster algorithm (e↵ectively ✏EMclus in Eq. (1)) depends on |⌘| and ET. As a function of ET,
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MDT/RPC

CT muon

CB muon

Calo

ST muon

Fig. 4.9: A schematic illustration of muon paths (red lines) through detectors at the central region [77].
A muon goes through four pixel layers, four SCT layers, and several TRT drift tubes. A CB muon leaves
hits on three MDT layers. A ST muon leaves hits on MDT layers. A CT muon goes through the crack
region of the MS (|η| < 0.1) but tagged by calorimeter energy deposits.

4.4.2 Identification

A reconstructed muon is required to have pT > 7 GeV and |η| < 2.5 [86]. Similar to electrons, two
identification working points are used. “Medium” stands for muon reconstructed by using the CB algo-
rithm imposed to have at least three hits in more than two MDT layers except for the |η| < 0.1 region. A

5)The region without a muon detector cell due to the calorimeter cabling service.

53



4.4. MUONS

q/p significance, |q/pMS − q/pID|, where q is the charge and pMS (pID) is the momentum of the muon
measured in the MS (ID), are required to be less than seven. “Loose” muons include “Medium” ones,
ST muons, and CT muons. Figure 4.10 shows the muon reconstruction efficiencies. The efficiency is
almost 99% over most of the pseudorapidity range of |η| < 2.5 for pT > 5 GeV. Adding to isolation
requirement on tracks for electrons, “FixedCutTightTrackOnly” is defined as “FixedCutTight” except
for the calorimeter requirement. The isolation efficiencies are almost 100%. Similar to electrons, two
categories are defined as shown in Table 4.1.
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Figure 6: Reconstruction efficiency for the Medium muon selection as a function of the pT of the muon, in the
region 0.1 < |η| < 2.5 as obtained with Z → µµ and J/ψ→ µµ events. The error bars on the efficiencies indicate
the statistical uncertainty. The panel at the bottom shows the ratio of the measured to predicted efficiencies, with
statistical and systematic uncertainties.

The track-based isolation variable, pvarcone30T , is defined as the scalar sum of the transverse momenta of
the tracks with pT >1 GeV in a cone of size ∆R = min

(

10 GeV/pµT, 0.3
)

around the muon of transverse
momentum pµT, excluding the muon track itself. The cone size is chosen to be pT-dependent to improve
the performance for muons produced in the decay of particles with a large transverse momentum.

The calorimeter-based isolation variable, Etopocone20T , is defined as the sum of the transverse energy of
topological clusters [27] in a cone of size ∆R = 0.2 around the muon, after subtracting the contribution
from the energy deposit of the muon itself and correcting for pile-up effects. Contributions from pile-up
and the underlying event are estimated using the ambient energy-density technique [28] and are corrected
on an event-by-event basis.

The isolation selection criteria are determined using the relative isolation variables, which are defined as
the ratio of the track- or calorimeter-based isolation variables to the transverse momentum of the muon.
The distribution of the relative isolation variables in muons from Z → µµ events is shown in the top panels
of Fig. 7. Muons included in the plot satisfy theMedium identification criteria and are well separated from
the other muon from the Z boson (∆Rµµ > 0.3). The bottom panel shows the ratio of data to simulation.

7.2 Muon isolation performance

Seven isolation selection criteria (isolation working points) are defined, each optimised for different phys-
ics analyses. Table 2 lists the seven isolation working points with the discriminating variables and the
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Figure 3: Muon reconstruction efficiency as a function of ηmeasured in Z → µµ events for muons with pT > 10 GeV
shown forMedium (top), Tight (bottom left), and High-pT (bottom right) muon selections. In addition, the top plot
also shows the efficiency of the Loose selection (squares) in the region |η| < 0.1 where the Loose and Medium
selections differ significantly. The error bars on the efficiencies indicate the statistical uncertainty. Panels at the
bottom show the ratio of the measured to predicted efficiencies, with statistical and systematic uncertainties.

13

Fig. 4.10: Muon reconstruction efficiencies for pT (left) and η (right) measured in Z→ µµ and J/Ψ→
µµ events are shown [86]. The efficiencies are shown as the product of a reconstruction efficiency
and a “Medium” or “Loose” identification efficiency. The measured efficiencies from different sources,
Z → µµ and J/Ψ → µµ events are consistent at overlap regions (10 − 20 GeV). The efficiencies are
around 99% at most of the pT ranges. The huge efficiency loss of “Medium” muons at the crack region
(|η| < 0.1) is recovered by CT (calorimeter tagged) muon shown as “Loose” muons.

4.4.3 Calibration

Muon energy scale and resolution are simultaneously calibrated by Z→ µµ and J/Ψ→ µµ events. The
invariant mass distribution for the MC simulation is fitted to the observed data using a binned maximum
likelihood method which is parametrized by an energy scale and resolution of a given pair of electrons. A
result of the calibration is shown in Figure 4.11. Corrected distribution has a bettermµµ description than
the uncalibrated one. The uncertainties in the energy scale and resolution are estimated as a minimum of
0.05% for |η| < 1 to a maximum of 0.3% for |η| ∼ 2.5 and a minimum of 2.3% for |η| ∼ 0 to a maximum
of 2.9% for |η| ∼ 2.5, respectively.
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Figure 9: Dimuon invariant mass distribution of Z → µµ (left) and J/ψ → µµ (right) candidate events reconstruc-
ted with CB muons. The upper panels show the invariant mass distribution for data and for the signal simulation
plus the background estimate. The points show the data. The continuous line corresponds to the simulation with
the MC momentum corrections applied while the dashed lines show the simulation when no correction is applied.
Background estimates are added to the signal simulation. The band represents the effect of the systematic uncer-
tainties on the MC momentum corrections. The lower panels show the data to MC ratios. In the Z sample, the MC
background samples are added to the signal sample according to their expected cross sections. In the J/ψ sample,
the background is estimated from a fit to the data as described in the text. The sum of background and signal MC
distributions is normalised to the data.

The distributions are shown for data as well as corrected simulation, with the ratio of the two in the lower
panel. The simulation is in very good agreement with the data. Minor deviations are contained within
the scale systematic uncertainties of 0.05% in the barrel region, increasing with |η| to 0.1%(0.3%) in the
region |η| ∼ 2.5 for Z → µµ (J/ψ→ µµ) decays. The systematic uncertainties shown in the plots include
the effects of the uncertainties in the calibration constants described in Section 8.1 and the changes in the
fit parameterization. The observed level of agreement demonstrates that the pT calibration for combined
muon tracks described above provides a very accurate description of the momentum scale in all η regions,
over a wide pT range. Similar levels of data/MC agreement are observed for the ID and MS components
of the combined tracks.

Figure 11 displays the dimuon mass resolution σ(mµµ) as a function of the leading-muon η for the two
resonances. The dimuon mass resolution is about 1.2% and 1.6% at small η values for J/ψ and Z bosons,
respectively, and increases to 1.6% and 1.9% in the endcaps. This corresponds to a relative muon pT
resolution of 1.7% and 2.3% in the centre of the detector and 2.3% and 2.9% in the endcaps for J/ψ and
Z boson decays, respectively. After applying the momentum corrections described above, the simulation
reproduces the resolution measured in data, well within the systematic uncertainties. The systematic
uncertainties are estimated following the same procedure described for the determination of the energy
scale. Good agreement between the dimuon mass resolution measured in data and simulation is also
observed for the ID and MS components of the combined tracks.

The relative dimuon mass resolution σµµ/mµµ depends approximately on the average momentum of the
muons, as shown in Eq. (10). This allows a direct comparison of the momentum resolution function
determined with J/ψ and Z boson decays. This is shown in Fig. 12, where the relative dimuon mass
resolution from J/ψ→ µµ and Z → µµ events is compared to simulation. The J/ψ→ µµ and Z → µµ

23

Fig. 4.11: A distribution for the invariant mass of the dimuon system (mµµ) with Z → µ+µ− events is
shown [86]. A corrected mµµ distribution (red line) describes distribution for the observed data (black
dot) much better than an uncorrectedmµµ distribution (dashed line).

4.4.4 Trigger

As discussed in Section 3.3.6, the muon triggers consist of the ROI construction with muon spectrometers
(MS) and the offline-like electron reconstruction around the ROI. The triggers used in this thesis are
summarized in Table 4.3. The HLT muon is made up of the fast and precise reconstruction steps. The
fast reconstruction uses part of MS and ID information around the ROI to reconstruct a muon candidate,
and its momentum is estimated by predefined lookup tables. The precise reconstruction uses all MS and
ID information and refines the muon track reconstructed by the fast reconstruction step.

The trigger efficiencies measured in Z→ µµ events are shown in Figure 4.12. The L1 inefficiency at the
barrel region caused by the absence of detectors and it can be recovered by the Emiss

T trigger as introduced

Table 4.3: A summary of the electron triggers used in this thesis is shown. The L1 trigger threshold is
shown in a bracket if it is required. The summation,

∑
∆R<X p

trk
T stands for the scalar sum of pT for all

ID tracks inside a cone defined as ∆R < X except for the muon itself.

trigger name threshold [GeV] isolation

HLT mu20 iloose L1MU15 pT > 20(15)
∑
∆R<0.2 p

trk
T /pT < 0.12

HLT mu24 ivarloose pT > 24
∑
∆R<min(10 GeV/pT,0.3)

ptrk
T /pT < 0.16

HLT mu24 ivarmedium pT > 24
∑
∆R<min(10 GeV/pT,0.3)

ptrk
T /pT < 0.07

HLT mu26 ivarmedium pT > 26
∑
∆R<min(10 GeV/pT,0.3)

ptrk
T /pT < 0.07

HLT mu40 pT > 40 -
HLT mu50 pT > 50 -
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in Section 4.7.3. The HLT trigger efficiency with respect to the L1 is almost 100% despite the 1/100 rate
reduction. The total trigger efficiency is approximately 70% at pT > 35 GeV.
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Fig. 4.12: Muon trigger efficiencies as a function of pT (left) and η measured in the 2016 data with
Z → µµ events are shown [84]. Triggers shown in Table 4.2 are combined by the logical “OR”. The
efficiencies are given with respect to offline “Medium” identified muon candidate. The trigger efficiency
of the HLT mu26 ivarmedium is sharply turned on around its threshold, and it reached a plateau with a
70% efficiency. The efficiency losses come from L1 trigger inefficiency.

4.5 Jets

As discussed in Section 2.4, hadrons resulting in the parton shower and hadronization of a colored par-
ticle are reconstructed by calorimeters and trackers as a jet by clustering. Three sorts of jets are used in
this thesis, two of them are reconstructed from topo-clusters described in Section 4.2, the other one is
made from tracks described in Section 4.1.

4.5.1 Reconstruction

From both the theoretical and experimental points of view, the clustering algorithm must be Infrared and
Collinear safe (IRC safe). Let a four-momentum be pi and corresponding angular vector ρ⃗i = (y,ϕ) are
defined, where y is rapidity. The IRC safe stands for following conditions,

• Infrared safe (IR): pi + pj = pi, where pj = 0,

• Collinear safe (C): pi = pj + pk, such that |ρ⃗j − ρ⃗k| = 0, |pi| = |pj|+ |pk|.

The ATLAS collaboration commonly uses anti-kt algorithm [87, 88] which is a family of kt sequential
recombination satisfying IRC safe. The metric of kt algorithm is dij(k) = min(p2kT,i, p

2k
T,j)|ρ⃗i − ρ⃗j|

2/R2

and the beam distance diB(k) = p2kT,i. The parameter R is corresponding to a reference radius of a jet.
The algorithm is as follows:
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1. Define a list containing all reconstructed particles.

2. Search the minimum dij(k) combination of particles over the list.

3. If dij(k) < diB(k), remove pi and pj, and add new particle pnew = pi + pj, otherwise pi is a jet.

4. Repeat until no particle left on the list.

The anti-kt algorithm is a k = −1 case of the kt sequential recombination.

A topo-cluster based anti-kt algorithm with R = 0.4 is used to reconstruct single q/g jets, called small-R
jets. A topo-cluster based anti-kt algorithm with R = 1.0 is used to reconstructW/Z jets, called large-R
jets. Further discussions about large-R jets and identification procedures for hadronic W/Z candidates
are in Chapter 5. Track based anti-kt algorithm R = 0.2 is used to reconstruct single light quark or gluon
jets, called track jets.

4.5.2 Calibration

Details on the large-R jets calibrations are described in Section 5.1, hence this section focuses on the
small-R jets calibrations. The calibration chain of the jet energy scale for the small-R jets is composed of
the origin correction, the jet area-based pileup correction, the MC-based calibration, the global sequential
calibration, and the in-situ calibration. The MC-based and in-situ calibrations are almost identical to the
one for large-R jets, and details about calibrations are described in Section 5.1.

Four-momenta of topo-clusters are pointing at the center of the detector coordinate, the origin correction
reorients a small-R jet to primary vertex defined in Section 4.1. The η resolution improves roughly 0.06
to 0.045 at 20 GeV and 0.03 to 0.006 at 200 GeV.

The jet area-based pileup correction subtracts an energy expected to be in η − ϕ by the pileup contam-
ination with respect to the number of vertices in the event NPV and the average interaction per crossing
µ. The NPV and µ are sensitive to assess in-time and out-of-time pileup contributions, respectively. The
corrected small-R jet pT can be expressed as

pcorr.
T = preco.

T − ρ×A− α× (NPV − 1) − β× µ, (4.1)

where ρ represents an average energy deposit per area evaluated with MC simulations in |η| < 2, A
denotes an η − ϕ area of a given jet calculated with the ghost association technique [89], α and β
are obtained from MC simulations in each pT and η bins. The results of the correction are shown in
Figure 4.13. The pileup dependencies are completely removed in the level of MC simulations.

The MC-calibration applies the inverse of an energy response (Ereco./Etruth) as a function of |η| as shown
in Figure 4.14, and more details are discussed in Section 5.1.2. The global sequential calibration corrects
residual dependence on its substructure. It exploits five variables related to the substructure, fTile0, fLAr3,
ntrk, Wtrk, and nsegments represent the fraction of a jet energy measured in the first layer of the hadronic
calorimeter, the fraction of a jet energy measured in the third layer of the electromagnetic calorimeter,
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Figure 3: Dependence of EM-scale anti-kt jet pT on (a) in-time pile-up (NPV averaged over µ) and (b) out-of-time
pile-up (µ averaged over NPV) as a function of |⌘| for ptruth

T = 25 GeV. The dependence is shown in bins of |⌘| before
pile-up corrections (blue circle), after the area-based correction (violet square), and after the residual correction
(red triangle). The shaded bands represent the 68% confidence intervals of the linear fits in 4 regions of |⌘|. The
values of the fitted dependence on in-time and out-of-time pile-up after the area-based correction (purple shaded
band) are taken as the residual correction factors ↵ and �, respectively.

The average energy response is defined as the mean of a Gaussian fit to the core of the Ereco/Etruth

distribution for jets, binned in Etruth and ⌘det. The response is derived as a function of ⌘det, the jet ⌘
pointing from the geometric center of the detector, to remove any ambiguity as to which region of the
detector is measuring the jet. The response in the full ATLAS simulation is shown in Figure 4(a). Gaps
and transitions between calorimeter subdetectors result in a lower energy response due to absorbed or
undetected particles, evident when parameterized by ⌘det. A numerical inversion procedure is used to
derive corrections in Ereco from Etruth, as detailed in Ref. [13]. The average response is parameterized as
a function of Ereco and the jet calibration factor is taken as the inverse of the average energy response.
Good closure of the JES calibration is seen across the entire ⌘ range, compatible with that seen in the
2011 calibration. As in 2011, a small non-closure on the order of a few percent is seen for low-pT jets due
to a slightly non-Gaussian energy response and jet reconstruction threshold e↵ects, both of which impact
the response fits.

A bias is seen in the reconstructed jet ⌘, shown in Figure 4(b) as a function of |⌘det|. It is largest in jets
that encompass two calorimeter regions with di↵erent energy responses caused by changes in calorimeter
geometry or technology. This artificially increases the energy of one side of the jet with respect to the
other, altering the reconstructed four-momentum. The barrel–endcap (|⌘det| ⇠ 1.4) and endcap–forward
(|⌘det| ⇠ 3.1) transition regions can be clearly seen in Figure 4(b) as susceptible to this e↵ect. A second
correction is therefore derived as the di↵erence between the reconstructed ⌘reco and truth ⌘truth, parame-
terized as a function of Etruth and ⌘det. A numerical inversion procedure is again used to derive corrections
in Ereco from Etruth. Unlike the other calibration stages, the ⌘ calibration alters only the jet pT and ⌘, not
the full four-momentum. Jets calibrated with the full jet energy scale and ⌘ calibration are considered to
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band) are taken as the residual correction factors ↵ and �, respectively.
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distribution for jets, binned in Etruth and ⌘det. The response is derived as a function of ⌘det, the jet ⌘
pointing from the geometric center of the detector, to remove any ambiguity as to which region of the
detector is measuring the jet. The response in the full ATLAS simulation is shown in Figure 4(a). Gaps
and transitions between calorimeter subdetectors result in a lower energy response due to absorbed or
undetected particles, evident when parameterized by ⌘det. A numerical inversion procedure is used to
derive corrections in Ereco from Etruth, as detailed in Ref. [13]. The average response is parameterized as
a function of Ereco and the jet calibration factor is taken as the inverse of the average energy response.
Good closure of the JES calibration is seen across the entire ⌘ range, compatible with that seen in the
2011 calibration. As in 2011, a small non-closure on the order of a few percent is seen for low-pT jets due
to a slightly non-Gaussian energy response and jet reconstruction threshold e↵ects, both of which impact
the response fits.

A bias is seen in the reconstructed jet ⌘, shown in Figure 4(b) as a function of |⌘det|. It is largest in jets
that encompass two calorimeter regions with di↵erent energy responses caused by changes in calorimeter
geometry or technology. This artificially increases the energy of one side of the jet with respect to the
other, altering the reconstructed four-momentum. The barrel–endcap (|⌘det| ⇠ 1.4) and endcap–forward
(|⌘det| ⇠ 3.1) transition regions can be clearly seen in Figure 4(b) as susceptible to this e↵ect. A second
correction is therefore derived as the di↵erence between the reconstructed ⌘reco and truth ⌘truth, parame-
terized as a function of Etruth and ⌘det. A numerical inversion procedure is again used to derive corrections
in Ereco from Etruth. Unlike the other calibration stages, the ⌘ calibration alters only the jet pT and ⌘, not
the full four-momentum. Jets calibrated with the full jet energy scale and ⌘ calibration are considered to
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Fig. 4.13: Dependences of small-R jet pT on NPV (left) and µ (right) with respect to small-R jet |η| are
shown [90]. The flat distributions of the red points representing dependence after applying the correction
indicate that the pileup dependencies are almost perfectly removed on average.

the number of ghost associated tracks with pT > 1 GeV in association with a given jet, the average
pT-weighted transverse distance in the η−ϕ plane between the jet axis and the same tracks as ntrk, and
the number of muon track segments. The dependence of the ntrk on pT response is shown in Figure 4.14.

The results of the in-situ calibrations are shown in Figure 4.15 and technical details can be found in
Section 5.1.3. The total uncertainty in the jet energy scale is about 4.5% at 20 GeV, 1% at 200 GeV,
and 2% at 2 TeV. The dominant uncertainties are pileup and flavor response which is an uncertainty in
different responses cased by origins of particles.

4.5.3 Identification

A reconstructed small-R jet is required to have pT > 20 GeV for |η| < 2.5 or pT > 30 GeV for
2.5 < |η| < 4.5. A jet with pT < 60 GeV for |η| < 2.4 is applied the Jet Vertex Tagger (JVT) [92] which
based on likelihood-based algorithm in order to select only jets from the hard interaction. A reconstructed
small-R jet containing b-hadron is identified using a multivariate algorithm (b-tagging) [93]. The weak
boson tagging algorithms are described in Section 5.2.

Jet Vertex Tagger

The JVT is constructed from RpT and corrJVF as a two-dimensional likelihood derived using the MC
simulations and based on a k-nearest neighbor (kNN) algorithm [78]. The definitions of RpT and corrJVF

58



4.5. JETS

det
η

4− 3− 2− 1− 0 1 2 3 4

En
er

gy
 R

es
po

ns
e

0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1
1.1

 = 30 GeVtruth E
 = 60 GeVtruth E
 = 110 GeVtruth E
 = 400 GeVtruth E
 = 1200 GeVtruth E

Simulation ATLAS
 = 13 TeV, Pythia Dijets

 = 0.4, EM scaleR tkanti-

(a)

|
det
η|

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

)
tru

th
η

 - 
re

co
η(×)

re
co

η
sg

n(

0.1−
0.08−
0.06−
0.04−
0.02−

0
0.02
0.04
0.06
0.08

0.1
 = 30 GeVtruth E
 = 60 GeVtruth E
 = 110 GeVtruth E
 = 400 GeVtruth E
 = 1200 GeVtruth E

Simulation ATLAS
 = 13 TeV, Pythia Dijets

 = 0.4, EM scaleR tkanti-

(b)

Figure 4: (a) The average energy response as a function of ⌘det for jets of a truth energy of 30, 60, 110, 400, and
1200 GeV. The energy response is shown after origin and pile-up corrections are applied. (b) The signed di↵erence
between the truth jet ⌘truth and the reconstructed jet ⌘reco due to biases in the jet reconstruction. This bias is addressed
with an ⌘ correction applied as a function of ⌘det.

be at the EM+JES.

An absolute JES and ⌘ calibration is also derived for fast simulation samples using the same methods with
a PythiaMC sample simulated with AFII. An additional JES uncertainty is introduced for AFII samples
to account for a small non-closure in the calibration, particularly beyond |⌘| ⇠ 3.2, due to the approximate
treatment of hadronic showers in the forward calorimeters. This uncertainty is about 1% at a jet pT of
20 GeV and falls rapidly with increasing pT.

5.3 Global sequential calibration

Following the previous jet calibrations, residual dependencies of the JES on longitudinal and transverse
features of the jet are observed. The calorimeter response and the jet reconstruction are sensitive to
fluctuations in the jet particle composition and the distribution of energy within the jet. The average
particle composition and shower shape of a jet varies between initiating particles, most notably between
quark- and gluon-initiated jets. A quark-initiated jet will often include hadrons with a higher fraction
of the jet pT that penetrate further into the calorimeter, while a gluon-initiated jet will typically contain
more particles of softer pT, leading to a lower calorimeter response and a wider transverse profile. Five
observables are identified that improve the resolution of the JES through the global sequential calibration
(GSC), a procedure explored in the 2011 calibration [13].

For each observable, an independent jet four-momentum correction is derived as a function of ptruth
T and

|⌘det| by inverting the reconstructed jet response in MC events. Both the numerical inversion procedure and
the method to geometrically match reconstructed jets to truth jets are outlined in Section 5.2. An overall
constant is multiplied to each numerical inversion to ensure the average energy is unchanged at each stage.
The e↵ect of each correction is therefore to remove the dependence of the jet response on each observable
while conserving the overall energy scale at the EM+JES. Corrections for each observable are applied
independently and sequentially to the jet four-momentum, neglecting correlations between observables.
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Figure 5: The average jet response in MC simulation as a function of the GSC variables for three ranges of ptruth
T .

These include (a) the fractional energy in the first Tile calorimeter layer, (b) the fractional energy in the third LAr
calorimeter layer, (c) the number of tracks per jet, (d) the pT-weighted track width, and (e) the number of muon
track segments per jet. Jets are calibrated with the EM+JES scheme and have GSC corrections applied for the
preceding observables. The calorimeter distributions (a) and (b) are shown with no GSC corrections applied, the
track-based distributions (d) and (c) are shown with both preceding calorimeter corrections applied, and the punch-
through distribution (e) is shown with the four calorimeter and track-based corrections applied. Jets are constrained
to |⌘| < 0.1 for the distributions of calorimeter and track-based observables and |⌘| < 1.3 for the muon nsegments
distribution. The distributions of the underlying observables in MC simulation are shown in the lower panels for
each ptruth

T region, normalized to unity. The shading in the legend reflects the shading of the distributions in the
lower panel.

The ⌘-intercalibration corrects the average response of forward jets to that of well-measured central jets
using dijet events. Three other in situ calibrations correct for di↵erences in the average response of central
jets with respect to those of well-measured reference objects, each focusing on a di↵erent pT region using
Z boson, photon, and multijet systems. For each in situ calibration the response Rin situ is defined in data
and MC simulation as the average ratio of jet pT to reference object pT, binned in regions of the reference
object pT. It is proportional to the response of the calorimeter to jets at the EM+JES, but is also sensitive
to secondary e↵ects such as gluon radiation and the loss of energy outside of the jet cone. Event selections
are designed to reduce the impact of such secondary e↵ects. Assuming that these secondary e↵ects are
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Fig. 4.14: The average energy response as a function of |η| for jets with several truth energies (left) and
the pT responses for a ntrk variable in several truth jet energies (right) are shown [90]. For the left plot,
the energy responses are better at higher jet energies due to the sampling nature of the calorimeter and
worse at the transition region |η| ∼ 1.5 and |η| ∼ 3.2. For the right plot, jets with lower ntrk, i.e. jets
contain many neutral particles have higher pT responses because all of the constituents are calibrated to
the EM-scale which is not stringently correct for the neutral hadrons.
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Fig. 4.15: A combination of jet energy responses measured in the observed data collected in 2015-2017
with γ+jets, Z → ee+jets, Z → µµ+jets, and multijet (left) and its uncertainty breakdown (right) as a
function of jet pT are shown [91]. For the left plot, the measured energy responses with different events
are consistent with each other at Rdata/RMC = 0.96− 0.97. As for the right plot, the flavor response and
absolute in situ JES are dominant. The former is evaluated by comparing the average jet responses for
each jet flavor using PYTHIA and HERWIG, the latter represents the propagated uncertainties from each
measurement.
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are

RpT =

∑
k p

track
T,k (PV0)

p
jet
T

, (4.2)

corrJVF =

∑
m p

track
T,m (PV0)∑

l p
track
T,l (PV0) +

∑
n≥1

∑
l p

track
T,l (PVn)

(k·nPU
track)

, (4.3)

where
∑
m p

track
T,m (PV0,PVn) is the scalar sum of the pT of the tracks that are associated with the jet and

originated from the primary vertex (PV0) or pileup vertices (PVn), k is a constant (k = 0.01) to suppress
the pileup dependence, and nPU

track denotes the total number of pileup tracks in an event. The distributions
for RpT and corrJVF are shown in Figure 4.16. The RpT and corrJVF have better discriminant powers in
the low and high signal tagging efficiency regions, respectively.
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Fig. 4.16: Distributions for corrJVF (left) and RpT (right) are shown [92]. The green filled and blue
shaded histograms represent jets from pileup vertices and jets from the primary vertex, respectively.

b-tagging

The b-tagging used in this thesis is the MV2 which combines three algorithms, IP2D/IP3D [94], SV1 [95],
and JETFITTER [96] by the boosted decision tree.

The IP2D (IP3D) is the algorithm based on likelihood discriminant evaluated by the signed transverse
(and longitudinal) impact parameter significance: d0 sin θ/σd0 (and d3D

0 sin θ/σd0), where θ denotes the
angle between d0 and jet axis, d3D0 is d0 calculated by the 3D closest point, and σ(d0) is the uncertainty
in the d0.

The SV1 reconstructs single displaced secondary vertex in a jet. The algorithm starts from constructing
all possible two-track vertices and reject tracks that are compatible with Ks or Λ, photon conversions or
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hadronic interaction. The remains of the tracks are used to reconstruct an inclusive secondary vertex by
removing outlier tracks from a χ2-fit.

The JETFITTER reconstructs the topology of weak b/c-hadron decay chains. An algorithm exploits
Kalman filter to find which b/c-hadron decay chain is compatible with a topology of given tracks.

The MV2 combines outcomes of the above three algorithms by BDT. The output BDT score and its light
jet rejection are shown in Figure 4.17. The MV2 output overwhelms individual JetFitter, SV1, and IP3D,
and reduces light jet fractions to 1/380 at a 70% signal efficiency which is used in this analysis.

Table 2: List of optimised hyperparameters used in the MV2 tagging algorithm.
Hyperparameter Value
Number of trees 1000
Depth 30
Minimum node size 0.05%
Cuts 200
Boosting type Gradient boost
Shrinkage 0.1
Bagged sample fraction 0.5

Table 3: List of optimised hyperparameters used in the DL1 tagging algorithm.
Hyperparameter Value
Number of input variables 28
Number of hidden layers 8
Number of nodes [per layer] [78, 66, 57, 48, 36, 24, 12, 6]
Number of Maxout layers [position] 3 [1, 2, 6]
Number of parallel layers per Maxout layer 25
Number of training epochs 240
Learning rate 0.0005
Training minibatch size 500
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Figure 1: Distribution of the output discriminant of the (a) MV2 and (b) DL1 b-tagging algorithms for b-jets, c-jets
and light-flavour jets in the baseline tt̄ simulated events.
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Table 4: Selection and c-jet, ⌧-jet and light-flavour jet rejections corresponding to the di�erent b-jet tagging e�ciency
single-cut operating points for the MV2 and the DL1 b-tagging algorithms, evaluated on the baseline tt̄ events.

✏b
MV2 DL1

Selection Rejection Selection Rejection
c-jet ⌧-jet Light-flavour jet c-jet ⌧-jet Light-flavour jet

60% > 0.94 23 140 1200 > 2.74 27 220 1300
70% > 0.83 8.9 36 300 > 2.02 9.4 43 390
77% > 0.64 4.9 15 110 > 1.45 4.9 14 130
85% > 0.11 2.7 6.1 25 > 0.46 2.6 3.9 29

The light-flavour jet and c-jet rejections as a function of the b-jet tagging e�ciency are shown in Figure 2
for the various low- and high-level b-tagging algorithms. This demonstrates the advantage of combining
the information provided by the low-level taggers, where improvements in the light-flavour jet and c-jet
rejections by factors of around 10 and 2.5, respectively, are observed at the ✏b = 70% single-cut OP of
the high-level algorithms compared to low-level algorithms. This figure also illustrates the di�erent b-jet
tagging e�ciency range accessible with each low-level algorithm and thereby their complementarity in the
multivariate combinations. While the performance of the DL1 and MV2 discriminants for tagging b-jets is
found to be very similar and the two algorithms tag a highly correlated sample of b-jets, the additional
J��F����� c-tagging variables used by DL1 bring around 30% and 10% improvements in the light-flavour
jet and c-jet rejections, respectively, at the ✏b = 70% single-cut OP compared to MV2.
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Figure 2: The (a) light-flavour jet and (b) c-jet rejections versus the b-jet tagging e�ciency for the IP3D, SV1,
J��F�����, MV2 and DL1 b-tagging algorithms evaluated on the baseline tt̄ events.

12

Fig. 4.17: The MV2 outputs (left) and light jet rejections as a function of b-jet tagging efficiency are
shown [97]. The MV2 output has discrimination power for not only light jets but also c-hadron jets as
shown in the left plot. The right plot represents the MV2 performed much better than its inputs, IP3D,
SV1, and JETFITTER. Although the DL1 which uses deep neural network instead of BDT of MV2 has
superior light-flavor jet rejection than that of MV2, we have chosen to use MV2 because the calibration
for DL1 takes a longer time than that of MV2.

4.6 Overlap Removal

One topo-cluster or one track can be identified as more than one object from the above reconstruction
criteria. Overlaps between objects are solved (Overlap Removal) by following the order of criteria:

1. Remove electron and jet if ∆R(µ, e/jet) < 0.2/0.4 and leave muon,

2. Remove jet if ∆R(e, jet) < 0.4 and leave electron,
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3. Remove small-R jet if ∆R(small-R jet,large-R jet) < 1.4 and leave large-R jet.

The last criterion is used only for the merged analysis introduced in Section 6.3.

4.7 Missing Transverse Momentum

4.7.1 Reconstruction

The missing transverse momentum vector, E⃗miss
T , is calculated as the negative vectorial sum of the trans-

verse momenta of calibrated electrons, muons, jets, and soft term. The soft term is the energy depositions
due to the underlying event and other types of soft radiation. It is reconstructed by ID tracks that are as-
sociated with the primary vertex but not used in any reconstructed objects [98], is referred to as track
soft term (TST). Large-R jets and track jets are not used in the E⃗miss

T calculation in order to avoid double-
counting of energy. Also, reconstructed taus and photons are not included in the E⃗miss

T calculation explic-
itly, but those are taking into account as hadronic jets. The track-based missing transverse momentum
vector, p⃗miss

T is the negative vectorial sum of the transverse momenta of all good-quality inner-detector
tracks that are associated with the primary vertex.

4.7.2 Calibration

Systematic uncertainties associated with objects discussed above are propagated to the E⃗miss
T calculation.

The TST calibration is specifically performed for E⃗miss
T with Z→ ee events. Generally, the events do not

include Emiss
T in the leading order of diagrams, so the parallel component of a TST momentum (p⃗T

soft)
along with the vectorial sum of reconstructed objects (p⃗T

hard), p⃗soft
∥ is balanced to p⃗T

hard, and the per-

pendicular component (p⃗soft
⊥ ) is to be 0⃗. A schematic graph for the definitions is shown in Figure 4.18.

Measured deviations are parametrized as three projected quantities, the parallel scale (⟨Emiss,SoftTerm
∥ ⟩),

the parallel resolution (σ(Emiss,SoftTerm
∥ )), and the transverse resolution (σ(Emiss,SoftTerm

⊥ )). The resolu-
tions are defined as its root-mean-square. The transverse scale is turned out to have a negligible impact
on analyses, thus it is not evaluated. The systematic uncertainties are calculated as the maximal disagree-
ment between the observed data and various MC simulations. Figure 4.19 shows uncertainties for each
component. The total uncertainty is at most 20% on the scale.

4.7.3 Trigger

At the L1, the Emiss
T is reconstructed by calorimeter towers at the ROI, and the muon is not included in the

calculation. Therefore, the Emiss
T resolution is relatively coarser than the other triggers, which is typically

∼ 50 GeV. Triggered events by the L1 Emiss
T trigger are examined by a more sophisticated method at

the HLT. At the HLT, the Emiss
T reconstruction algorithms of cell algorithm and jet-based algorithm are

used in this thesis. The former is based on measured cell energies in the electromagnetic and hadron
calorimeter. An energy deposit at a cell is converted to momentum in the massless approximation, i.e.
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term estimation is fully specified by the Emiss
T reconstruction and a specific systematic uncertainty must

be evaluated. This section discusses this uncertainty in the context of the track based soft term and the
additional track Emiss

T systematics.

10.1 TST systematics for EMTopo E
miss
T

The uncertainty on the soft term is characterised by how well it is modeled in simulation. In an event
topology with zero true Emiss

T , the soft term momentum psoft
T is expected to be perfectly balanced against

phard
T . Detector resolution e�ects spoil the equality between phard

T and psoft
T . Di�erent projections of psoft

T
along phard

T in data and MC can be used to study the modelling of the soft term. Three projected quantities
illustrated in Figure 4 are studied:

• The parallel scale (�L), representing the mean value of the parallel projection of psoft
T along phard

T .
The component from the projection is labelled psoft

k .

• The parallel resolution (�k), defined as the root-mean-square (RMS) of psoft
k .

• The transverse resolution (�?), defined as the root-mean-square (RMS) of the perpendicular
component of psoft

T with respect to phard
T . The component from the projection is labelled psoft

? .

~Emiss
T

= ~∆p
soft
T

~p soft
T

~p hard
T

p
soft
k

p
soft
?

~p
soft,true
T

~∆p
soft
T

Figure 4: Sketch of the track-based soft term projections with respect to phard
T for the calculation of the TST systematic

uncertainties.

The transverse scale is not of physical interest as it is consistent with zero in data and simulation as found
in Reference [3].

The systematic uncertainty is computed from the maximal disagreement between the 2015+2016 data
with respect to di�erent Monte Carlo generator plus parton shower models for a certain set of phard

T bins.
To account for any di�erences between event topologies with large numbers of jets and those without any
jets, the total systematic is additionally split into jet-inclusive and jet-veto selections and merged later as
the maximal variation of these two cases. In addition the fast detector simulation, called ATLFAST2 [53,
54], does not require any additional systematic uncertainties and is labelled AFII. Figure 5 shows the
three projected quantities for the jet-inclusive and jet-veto cases. The resulting systematic envelope (see
Table 3) is shown centered on data, and by construction, all the considered Monte Carlo generators plus
parton shower models are covered by this systematic envelope. The resolutions in simulation are typically
smaller than that observed in data as seen in Figure 5.

To apply the systematic uncertainties from Table 3, the projection of the soft term is smeared by a Gaussian
of the width corresponding to its phard

T value for the resolution uncertainties. The scale variation adds the
value corresponding to its phard

T to the psoft
k and it is subtracted for the opposite variation.
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Fig. 4.18: A schematic graph of the TST projection for the calculation of the TST systematic uncertain-
ties is shown [99].
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Figure 5: Parallel scale, parallel and transverse resolution plots for the track based soft term (TST). The pink band
represents the resulting systematic uncertainty applied to the Z ! ee Monte Carlo simulation. It is shown centered
on data.
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Figure 5: Parallel scale, parallel and transverse resolution plots for the track based soft term (TST). The pink band
represents the resulting systematic uncertainty applied to the Z ! ee Monte Carlo simulation. It is shown centered
on data.
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Figure 5: Parallel scale, parallel and transverse resolution plots for the track based soft term (TST). The pink band
represents the resulting systematic uncertainty applied to the Z ! ee Monte Carlo simulation. It is shown centered
on data.
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Fig. 4.19: Comparisons between the observed data and MC simulations for each the parallel scale
(left), the parallel resolution (right), and the perpendicular resolution (bottom) as a function of phard

T are
shown [99].
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4.7. MISSING TRANSVERSE MOMENTUM

Table 4.4: A summary of the Emiss
T triggers used in this thesis is shown. The L1 trigger threshold is shown

in a bracket if it is required.

trigger name threshold [GeV] reconstruction algorithm

HLT xe70 ET > 70 cell algorithm
HLT xe90 mht L1XE50 ET > 90(50) jet-based algorithm
HLT xe110 mht L1XE50 ET > 110(50) jet-based algorithm

px,i = Ei sin θi cosϕi and py,i = Ei sin θi sinϕi, where i is a label of cell, Ei denotes energy of i-th
cell, ηi and ϕi represents i-th cell coordinate with respect to center of the detector. A cell having an
energy of |Ei| > 2σi and Ei > −5σi are considered, where σi is the averaged noise in the cell energy
measurement. The norm of the vector sum of the momenta is used in the trigger decision. The latter
algorithm (mht) is based on jets reconstructed with anti-kt R = 0.4. The jets are calibrated in a similar
way to the offline jet reconstruction as described in Section 4.5.2, area-based calibration and MC-based
calibration. The norm of the vector sum of jet four-momenta is used in the trigger decision. The triggers
used in this thesis are summarized in Table 4.4. The performance of the triggers is shown in Figure 4.20.
The Emiss

T trigger plateau is around 200 GeV although the L1(HLT) trigger threshold is 50(90) GeV. This
is caused by the course Emiss

T resolution at the L1.
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Fig. 4.20: The Emiss
T trigger efficiency with respect to single lepton triggered events corrected in

2016 [100] is shown. The blue square is the one which used in this thesis.
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CHAPTER 5

Large-R Jet Calibration and Weak Vector Boson
Identification

The previous chapter describes general reconstruction procedures for various physics objects. This chap-
ter focuses on detailed accounts for large-R jet calibration techniques and weak vector boson identifi-
cation criteria because the large-R jet is the most important object for the semileptonic VBS analysis.
Section 5.1 describes a large-R calibration chain such as the groomings, the MC calibrations, and the
in-situ calibrations. Baseline and advanced weak vector boson identification techniques are described in
Sections 5.2.2 and 5.2.3, respectively.

5.1 Large-R Jet Calibration

The jet reconstruction and calibration chains are illustrated in Figure 5.1 and explanations of each step
are given as follows. In the first step, the reconstruction for calorimeter energy clusters and jets have
already been mentioned as the topo-clusters described in Section 4.2 and the kt sequential recombination
described in Section 4.5. The following sections introduce downstream procedures.

8

Calorimeter  
Energy  
Clusters

Ungroomed  
Large-R Jets

Groomed 
Large-R jets

Large-R jets 
for analysisReconstruction Grooming MC  

calibration
in-situ 

calibration

preselection

TopCR

merged HPSR merged LPSR resolved SR

resolved VCR merged LPVCR merged HPVCR

Calorimeter 
Energy  
Clusters

Ungroomed 
Large-R jets

Reconstruction Groomed 
Large-R jets

Grooming Large-R jet 
for analysis

 MC-/in-situ 
Calibration

Fig. 5.1: An overview of the large-R jet reconstruction and calibration is shown. Reconstructed
calorimeter energy clusters (topo-clusters) are clustered as an ungroomed jet by the anti-kt R = 1.0

algorithm. The ungroomed jet is groomed by the trimming algorithm. Finally, it is calibrated by the MC
and in-situ calibrations and then used in the semileptonic VBS analysis.

5.1.1 Grooming

Due to a large solid angle of a reconstructed large-R jet, it is severely contaminated by calorimeter noises,
particles from pileup vertices, and soft radiations from the same bunch crossing as shown in Figure 5.2.

The removal of unnecessary energy deposits is achieved by grooming. There are several types of groom-
ings such as “Mass drop/filtering” [101], “Pruning” [102], and “Trimming” [103]. For this study, the
trimming algorithm is chosen from a study in Reference [104]. The trimming algorithm proceeds as
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5.1. LARGE-R JET CALIBRATION

7

: Calorimeter Noise
: Particle from Pileup Collision
: Soft Radiation
: Particle from Hard Scattering
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Fig.6.2:FeynmandiagramofVBS(left),nonVBSbutelectroweakproduction(center),andnonVBS

andstrongproduction(right).

1-and2-leptonfinalstates,wherethe1-lepton(2-lepton)finalstatereceivestheonlycontributionfrom

WV→
!νqq(ZV→

!!qq)processes,andthe0-leptonfinalstatereceivesaboutequalcontributions

fromWV→
!νqqandZV→

ννqqprocesses.

6.2
SimulationandExperimentalDatasets

6.2.1
Data

ThedatausedinthesearcheswerecollectedwiththeATLASdetectorin2015and2016ppcollisions

ata
√s=13TeV,correspondingtoatotalintegratedluminosityof35.5fb

−1afterrequiringdataquality

cut.

Datacollectionhistoriesandthedistributionofthemeannumberofinteractionpercrossing(<µ>)is

showninFigure6.3.
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DatasetsarecategorizedbydatatakenperiodssummarizedinTable6.1.Thiscategorizationisusedto

whichtriggertobeusedcorrespondingtotriggerstrategiesatthattime.

ThelogicalORofthesingle-electronandsingle-muontriggersareused.E
miss
T

triggersarealsousedfor

0-lepand1-lepanalysesdescribedinSection6.2.2.
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Fig.6.2:FeynmandiagramofVBS(left),nonVBSbutelectroweakproduction(center),andnonVBS
andstrongproduction(right).

1-and2-leptonfinalstates,wherethe1-lepton(2-lepton)finalstatereceivestheonlycontributionfrom
WV→!νqq(ZV→!!qq)processes,andthe0-leptonfinalstatereceivesaboutequalcontributions
fromWV→!νqqandZV→ννqqprocesses.

6.2SimulationandExperimentalDatasets
6.2.1Data

ThedatausedinthesearcheswerecollectedwiththeATLASdetectorin2015and2016ppcollisions
ata

√
s=13TeV,correspondingtoatotalintegratedluminosityof35.5fb−1

afterrequiringdataquality
cut.

Datacollectionhistoriesandthedistributionofthemeannumberofinteractionpercrossing(<µ>)is
showninFigure6.3.
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DatasetsarecategorizedbydatatakenperiodssummarizedinTable6.1.Thiscategorizationisusedto
whichtriggertobeusedcorrespondingtotriggerstrategiesatthattime. ThelogicalORofthesingle-electronandsingle-muontriggersareused.Emiss

Ttriggersarealsousedfor
0-lepand1-lepanalysesdescribedinSection6.2.2.
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Fig.6.2:FeynmandiagramofVBS(left),nonVBSbutelectroweakproduction(center),andnonVBS

andstrongproduction(right).

1-and2-leptonfinalstates,wherethe1-lepton(2-lepton)finalstatereceivestheonlycontributionfrom

WV→
!νqq(ZV→

!!qq)processes,andthe0-leptonfinalstatereceivesaboutequalcontributions

fromWV→
!νqqandZV→

ννqqprocesses.

6.2
SimulationandExperimentalDatasets

6.2.1
Data

ThedatausedinthesearcheswerecollectedwiththeATLASdetectorin2015and2016ppcollisions

ata
√s=13TeV,correspondingtoatotalintegratedluminosityof35.5fb

−1afterrequiringdataquality

cut.

Datacollectionhistoriesandthedistributionofthemeannumberofinteractionpercrossing(<µ>)is

showninFigure6.3.
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ThelogicalORofthesingle-electronandsingle-muontriggersareused.E
miss
T

triggersarealsousedfor

0-lepand1-lepanalysesdescribedinSection6.2.2.
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Fig.6.2:FeynmandiagramofVBS(left),nonVBSbutelectroweakproduction(center),andnonVBS
andstrongproduction(right).

1-and2-leptonfinalstates,wherethe1-lepton(2-lepton)finalstatereceivestheonlycontributionfrom
WV→!νqq(ZV→!!qq)processes,andthe0-leptonfinalstatereceivesaboutequalcontributions
fromWV→!νqqandZV→ννqqprocesses.

6.2SimulationandExperimentalDatasets
6.2.1Data

ThedatausedinthesearcheswerecollectedwiththeATLASdetectorin2015and2016ppcollisions
ata

√
s=13TeV,correspondingtoatotalintegratedluminosityof35.5fb−1

afterrequiringdataquality
cut.

Datacollectionhistoriesandthedistributionofthemeannumberofinteractionpercrossing(<µ>)is
showninFigure6.3.
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DatasetsarecategorizedbydatatakenperiodssummarizedinTable6.1.Thiscategorizationisusedto
whichtriggertobeusedcorrespondingtotriggerstrategiesatthattime. ThelogicalORofthesingle-electronandsingle-muontriggersareused.Emiss

Ttriggersarealsousedfor
0-lepand1-lepanalysesdescribedinSection6.2.2.
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Fig. 5.2: An overview of a grooming technique is shown. The large area of a large-R jet significantly
contains hits from undesired sources, pileup, soft radiation, and calorimeter noise. The trimming algo-
rithm reclusters large-R jet with kt R = 0.2 algorithm, and resultant jets satisfying pR=0.2T /pR=1.0T < 0.05

are trimmed.

follows: constituents of a Large-R jet are reclustered with the kt R = 0.2 algorithm, and the reclustered
kt R = 0.2 jets are trimmed if those satisfy with a condition of pR=0.2,iT /pR=1.0T < 0.05, where i is an
index of R = 0.2 kT jets.

5.1.2 MC Calibration

The next step is for corrections of energy and angle with respect to MC simulations. This MC calibration
is needed because the detectors cannot detect all particles within jets. In particular,

• hadrons passing through non-sensitive areas of the detector,

• Intrinsic energy loss by miss reconstruction in the detector,

• particles that cannot be reconstructed by calorimeters. (ν, µ, etc.)

The MC calibration exploits dijet samples generated by the PYTHIA 8 (v8.186) [55] with A14 set of
tuned parameters [105] and NNPDF23LO PDF set. To restore the original four-momentum, the truth
jets are defined as a reference. The truth jet is reconstructed in the same manner for reconstructed jets
with particles having lifetime τ in the laboratory frame as cτ > 10 mm. The calibration factor is defined
as RE = ⟨Ereco/Etruth⟩, where ⟨⟩ represents a mean obtained by fit to Ereco/Etruth distribution with the
Gaussian function. A correspondence between reconstructed and truth jets is matched by using ∆R.
The correction factors for each E and m are represented as cJES and cJMS, respectively. Examples of
correction factors are shown in Figure 5.3.

The cJMS is evaluated after applying cJES, pseudorapidity correction (∆η) only changes the polar angle.
The corrected observables are denoted as

Ereco = cJESE0, mreco = cJEScJMSm0, ηreco = η0 + ∆η, (5.1)

preco
T = cJES

√
E20 − c

2
JESm

2
0/cosh(η0 + ∆η). (5.2)
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Fig. 5.3: The energy (left) and m (right) calibration factors for large-R jets with respect to η are
shown [106]. The jet energy response is almost constant with respect to its energy, but explicit deficits
observed around jet |η| ∼ 1.4 because of the transition regions of the calorimeter. The mass response is
almost unity at pT = 200 GeV but it increases in ∼ 1.6 at pT = 2 TeV because gluon radiation increases
at higher energy.

5.1.3 in-situ Calibration

After applying the MC calibration, a four-momentum of a large-R jet reproduces a corresponding truth
jet. Nevertheless, the MC calibration is based on detector simulations which have intrinsic differences
from the observed data. The disagreements are corrected by in-situ techniques described in the following
sections. The 2015-16 datasets are used for those calibrations. Details of the datasets and MC simulations
used in those studies are shown in Reference [106].

Energy Scale Calibration

The energy calibration exploits the momentum conservation law on the transverse plane. Events for this
calibration are required to be the back-to-back topology of a jet being calibrated (probe jet) and one or
more well-calibrated objects (reference objects) such as γ, leptonically decaying Z boson, or small-R jets
(multijets). Cartoons of each topology are shown in Figure 5.4. The processes for the reference objects
have different large-R jet pT ranges: γ+jet events cover low pT (∼ 150 < pT <∼ 400 GeV), Z+jet
events cover medium pT (∼ 300 < pT <∼ 1000 GeV), and multijets events cover high pT (∼ 800 <
pT GeV) corresponding to those production cross-sections. The pT of a probe jet (pprobe

T ) is compared
to the pT of the sum of the reference objects (pref

T ), which is intrinsically balanced from the momentum
conservation law on the transverse plane. Thus the response ratios of the MC simulations to the observed
data represent mismatches between those. Those ratios are applied to the observed data as a scale factor,
and accompanied systematic uncertainties are considered in analyses.

Analyses are performed by selecting topology such as Figure 5.4 1), and calculate a relative response

1)The details of selection are described in Reference [107].
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Fig. 5.4: Cartoons of topologies for Z/γ+jets (left), multijet (central), and dijet (right) are shown [106].
The capital j (J) and small j (j) denote a large-R jet and a small-R jet, respectively. The subscripts express
the order of pT. The ∆ϕ or α is an angle between a large-R jet and recoil objects, Z, γ, the vector sum
of small-R jets, or a large-R jet.

between the probe and reference jets defined as

Rrel =

⟨
p

probe
T

pref
T

⟩
∼
2+ ⟨A⟩
2− ⟨A⟩

, (5.3)

A =
p

probe
T − pref

T

p
avg
T

, (5.4)

where pavg
T = (p

probe
T + pref

T )/2, ⟨⟩ is the mean value of the A distribution obtained by the Gaussian fit.

A representative Rrel distribution for each process is shown in Figure 5.5. The energy scales of the ob-
served data for three different topologies are consistently 2-3% underestimated than that of the MC sim-
ulations, i.e. there are unidentified sources of energy loss at the ATLAS detector and/or unimplemented
elements in the detector simulation. The several MC simulations agree within 1%. The difference be-
tween the observed data and the MC simulations is relatively small and consistent with that of small-R
jets. The measurements of Rrel obtained by the different methods shown in Figure 5.5 are combined the
same as the method described in Reference [108]. The result of the combination is shown in Figure 5.6.
The combined pT response in the observed data is around 3% lower than one for the MC simulation in
the whole range. The total uncertainty is less than 1% below 1 TeV and 2% at 1 TeV. Thus the deviation
is significant and the response ratio between the observed data and the MC simulation should be applied
to data. The results performed here are the most reliable to date, however, since the tight time scale of the
semileptonic VBS analysis performed in Chapter 6, this calibration is not applied. Instead, rtrk double
ratio method introduced in Section 5.1.3 is used to estimate those systematic uncertainties.
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Fig. 5.5: Rrel distributions for Z jets (left), γ jets (right), and multijet (bottom) events are shown [106].
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Fig. 5.6: The combined response ratio (left) and weights of each measurement in the combination
(right) are shown [106]. The response ratio is at most 0.97 in the whole large-R jet pT ranges. The
three measurements from different topologies are consistent. The total uncertainty is less than 1% below
1 TeV and 2% at 1 TeV. The right plot represents that this combination is dominated by γ+jets, Z+jets,
and multijet events at pT < 400 GeV, 400 < pT < 1000 GeV, and 1000 < pT GeV.

Energy Resolution Calibration

The energy resolution is calibrated with the dijet topology as shown in Figure 5.4. The width of the
asymmetry A distribution is represented as

σ(A) = 2

√(
σ(p1T − p2T)

p1T + p2T

)2
+

(
p1T − p2T

(p1T + p2T)
2
σ(p1T + p2T)

)2
(5.5)

∼

√
σ(p1T)

2 + σ(p2T)
2

p
avg
T

, (5.6)

where, pT and σ(pT) represent pT of jets and those errors, respectively. The jet-1 and jet-2 are assigned
randomly to avoid any bias. The approximation of the second formula uses an assumption of 1 ≫(
p1T−p

2
T

p1T+p
2
T

)2
.

In case that both the jet-1 and jet-2 are in the |η| < 0.8 region, i.e. both of them expected to have a similar
energy resolution, Equation 5.5 is simplified as

σ(A) ∼

√
2σ(p

avg
T )2

p
avg
T

→ σ(p
avg
T )

p
avg
T

=
σ(A)√
2
. (5.7)

For one where |η| > 0.8, a central jet |η| < 0.8 is exploited as a reference jet, this resolution is represented
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as (
σ(pforward

T )

p
avg
T

)2
= σ(A)2 −

(
σ(pcentral

T )

p
avg
T

)2
(5.8)

= σ(A)2 −

(
σ(A)√
2

)2
, (5.9)

→ σ(pforward
T )

p
avg
T

=

√
σ(A)2 −

σ(A)2

2
, (5.10)

where pcentral
T and pforward

T indicate pT for jet in |η| < 0.8 and |η| > 0.8 regions, respectively. Therefore,
the all things needed to measure the in-situ jet energy resolution is values of σ(A).

In order to extract the pure response of σ(A) avoiding non-Gaussian tails coming from pileup and out-
of-cone particles, the extraction of σ(A) is performed from the A distribution by the sequential Gaussian
fits:

1. Fit the asymmetry distribution for full range (A = [−1, 1]),

2. Fit the asymmetry distribution within 2σ of iteration 1,

3. Fit the asymmetry distribution within 2σ of iteration 2.

An example of fits shown in Figure 5.7 represents the fits agree with the observed data for the core region
for the A distribution.
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Fig. 5.7: The distribution of A at |η| < 0.8 (left) and |η| > 0.8 (right) regions are shown. The results
of fits (orange line) show good agreements with distributions for the observed data (black dots) avoiding
non-Gaussian tails.

The evaluated σ(A) values for the observed data, the MC simulation, and truth jets are plotted with
respect to the large-R jet pT as shown in Figure 5.8.

71



5.1. LARGE-R JET CALIBRATION

0.05

0.1

0.15

2
/

Aσ

Truth LCTopo

Data
avg. MC

Pythia8
Herwig7
Sherpa 2.1

ATLAS
, dijet-1 = 13 TeV,  36.2 fbs

 = 1.0, (LCW+JES+JMS)R tkTrimmed anti-
| < 0.8

det
η|

210×3 310
 [GeV]avg

T
p

0.8
0.9

1
1.1
1.2

M
C

/D
at

a

0.05

0.1

0.15

2
/

Are
f

σ
 -

 
2

/
Aσ

Truth LCTopo

Data
avg. MC

Pythia8
Herwig7
Sherpa 2.1

ATLAS
, dijet-1 = 13 TeV,  36.2 fbs

 = 1.0, (LCW+JES+JMS)R tkTrimmed anti-
| < 2.0

det
η0.8 < |

210×3 310
 [GeV]avg

T
p

0.8
0.9

1
1.1
1.2

M
C

/D
at

a

Fig. 5.8: The pT dependence of σ(A) at |η| < 0.8 (left) and |η| > 0.8 (right) regions are shown. The
values of the observed data are shown in the black dots, the other colors indicate each MC simulation
and an average of them. The dashed and solid lines stand for truth and reconstructed jets, respectively.

The σ(A) values for the observed data and MC simulations include unbalancing sources deriving from
out-of-cone effects and irreducible extra radiation. Since the sources are uncorrelated to the fluctuation
of the detector resolution, those can be removed by the quadratic subtraction of a corresponding truth jet
asymmetry Atruth from a reconstructed jet asymmetry Areco:

Asubtracted =
√
(Areco)2 − (Atruth)2. (5.11)

The subtraction is performed after applying fits on graphs as shown in Figure 5.8 with the physical
motivated function:

σ(pT)

pT
=
N

pT
⊕ S

√
pT

⊕ C, (5.12)

where fit variablesN,S, and C refer to as noise, stochastic, and constant, corresponding to electronic and
pileup noises, the sampling nature of the calorimeter, and signal losses due to the insensitive material,
respectively. Subtracted asymmetry (Asubtracted) values, i.e. the large-R jets pT resolutions with respect
to large-R jet pT are shown in Figure 5.9. The resolutions are estimated as 6 (6)% at pT = 300 GeV and
4 (4.5)% at pT = 1 TeV for a jet in the |η| < 0.8 (0.8 < |η| < 2.0) region. The discrepancies between
the observed data and MC simulations is at most 10%, which are small compared to the total uncertainty.

The total uncertainty in the jet energy resolutions and those decompositions are displayed as shown in
Figure 5.10. The dominant uncertainties are the JES uncertainty propagated from the estimation at Sec-
tion 5.1.3 at lower large-R jets pT and the non-closure at higher large-R jets pT. The non-closure is an un-
certainty in this methodology, which is estimated by comparing a truth resolution (p

jet
T −p

particle
T )/p

particle
T
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Fig. 5.9: The pT dependences on jet pT resolutions at |η| < 0.8 (left) and |η| > 0.8 (right) regions.
The three lines represent the fit results with Equation 5.12 for the observed data (black dashed line), MC
simulations (dark red line), and the particle-level (yellow dashed line) which is the resolutions directly
calculated from ∆R-matched truth jet. The widths of lines denote statistical uncertainty in itself. Agree-
ments with the MC simulations and Particle-level support validity of this method. The blue band stands
for the combined systematic uncertainties.

and a JER estimated by this method, corresponding to the differences between the dark red line and
dashed yellow lines in Figure 5.9. The total uncertainties are estimated as 16 (14)% at pT = 300 GeV
and 14 (10)% at pT = 1 TeV for a jet in |η| < 0.8 (0.8 < |η| < 2.0). This is the first measurement of the
large-R jet pT resolution with an in-situ way.

Jet Substructure Variable Calibration

The large-R jets pT, mass, and D2 defined in Section 2.4 are calibrated by the rTrk double ratio method
as follows. The quantity of rtrk is defined as rtrk = Xcalo/Xtrk where X is a certain variable such as jet
pT, mass, orD2, Xcalo and Xtrk are quantities X calculated with the topo-clusters and tracks, respectively.
The rtrk can be expanded as

rtrk =
Xcalo

Xtrk
=

Xcalo

Xparticle
·

Xparticle

Xcharged−particle
·
Xcharged−particle

Xtrk
(5.13)

= R · f−1charge · R
−1
trk , (5.14)

where Xparticle and Xcharged-particle are quantities X calculated by truth particles and truth charged parti-
cles, respectively. R = Xcalo/Xparticle refers to as calorimeter response, f−1charge is an inverse of charged
particle fraction for a given jet, and R−1trk = Xcharged−particle/Xtrk is an inverse of tracker response. On the
assumptions of no correlation between R and f−1charge · R

−1
trk , a relation ⟨rtrk⟩ ∝ ⟨R⟩, and a good charged
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Fig. 5.10: The pT dependence of uncertainty in jet pT resolution at |η| < 0.8 (left) and |η| > 0.8

(right). An interpolation with a filter using a sliding Gaussian kernel is applied to all of the uncertainty
dependencies with respect to large-R jets pT.

particle counting and a momentum resolution (kMC ∼ kdata, where k = fchargeRtrk) hold, one can obtain
the difference of response between the observed data and MC simulations:

⟨Rdata⟩
⟨RMC⟩

=
kMC

kdata
rdata

trk

rMC
trk

∼
rdata

trk

rMC
trk
. (5.15)

Therefore, rtrk double ratio rdata
trk /r

MC
trk is corresponding with the difference of response between the ob-

served data and MC simulations. This method can be applied to generic types of jet substructure variables
if the independence between R and f−1charge · R

−1
trk is guaranteed.

The uncertainty in this method (ϵ) is simply given as

ϵ = ϵPythia ⊕ ϵModeling ⊕ ϵTracking, (5.16)

where ϵPythia is the difference of rtrk double ratios between the prediction of PYTHIA [55] and the ob-
served data, ϵModeling is the difference of rtrk double ratio between prediction of PYTHIA and HER-
WIG++ [56], and ϵTracking is an uncertainty propagated from tracking uncertainties described in Ref-
erences [109] (resolution), [110] (efficiency within dense environments), and [111] (alignment). Fig-
ure 5.11 shows ⟨rtrk⟩ for large-R jets pT, mass, and D2 with respect to large-R jets pT. Since the rtrk

double ratios are compatible with unity within uncertainty, the scales predicted by the MC simulations
are used in the semileptonic VBS analysis, and the uncertainties are propagated through the statistical
treatment. A total uncertainty in the pT scale is estimated as 2% (6%) at pT = 500 GeV (3 TeV). A total
uncertainty in the mass scale is estimated as 3% (6%) at pT = 500 GeV (3 TeV). A total uncertainty in
theD2 scale is estimated as 2% (7%) at pT = 300 GeV (3 TeV).
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Fig. 5.11: The ⟨rtrk⟩ and its double ratio for large-R jets pT (left), m (right) and D2 (bottom) with
respect to large-R jets pT are shown [112]. The observed data and nominal MC simulation (PYTHIA) are
shown in black and green dots, respectively. The systematic variation of an MC simulator (HERWIG++)
is shown in red dots. Three variations to evaluate tracking uncertainties are shown in dashed lines.

75



5.2. WEAK VECTOR BOSON IDENTIFICATION

5.2 Weak Vector Boson Identification

The reconstruction with a large-R jet significantly increases the signal efficiency of highly Lorentz
boosted boson jets, whereas it drastically adds backgrounds from q/g jets since there is no difference in
four-momentum level between them. TheD2 and invariant mass for large-R jets discussed in Section 2.4
are used to identify boson jets from q/g jets. A D2 is calculated from topo-clusters for a given jet. As
for a jet invariant mass, a dedicated reconstruction technique, Track Assisted Mass is exploited for recon-
struction as introduced in Section 5.2.1. Two different types of identification approach are introduced
in Section 5.2.2 for cut-based taggers, and in Section 5.2.3 for machine learning based taggers. The
2015-16 ATLAS dataset is used for those studies. The MC simulations used in those studies are shown
in Reference [107].

5.2.1 Track Assisted Mass

For the energy (or momentum) resolutions, in principle, a calorimeter energy resolution improves for
higher energy jets as shown in Figure 5.9 because calorimeter energy resolution relies on the number
of counted photons produced by scintillator proportion to the energy for a given jet, whereas a track
momentum resolution becomes worse due to almost straight curvature at higher pT. As for the angle
resolution, a cell in calorimeters is much larger than the one of silicon detectors for tracking, hence
tracks have much better angle resolutions.

Since Large-R jets are used for highly Lorentz boosted jets, particles inside the jets are very close to
each other not enough to separate with the calorimeter due to its size of cells. A schematic graph of this
situation is shown in Figure 5.12.

calorimeter cells

 calorimeter cells
with energy deposit

particle
reconstructed topo cluster

tracker cell with energy deposit

reconstructed track

Fig. 5.12: A schematic graph for three charged particles into the calorimeter through the tracker. One
of them is isolated, and the other ones are very close to each other. An isolated one is reconstructed as
a single topo-cluster and a single track, whereas the other ones are reconstructed as a single topo-cluster
and double tracks.
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A simple solution is that one uses an energy for a calorimeter jet (reconstructed from topo-cluster) and
an angle for a track jet for a given jet. In general, a mass of a track jet is lower than the one for a truth
jet by missing neutral particles in a given jet. The neutral particle fraction is correlated to the pcalo

T /ptrack
T

where pcalo
T and ptrack

T stand for pT for given calorimeter and track jets, respectively. As a result, a strong
correlation between pcalo

T /ptrack
T and mass emerges for a given track jetmtrack as shown in Figure 5.13.
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Fig. 5.13: A population for W jets on the mtrack and pcalo
T /ptrack

T plane. A median for the W jets
population for eachmtrack bin (black marker with RMS as error bar) is compatible with the 80.4/x curve
(red line).

The correlation shown in Figure 5.13 implies that the track assisted (TA) mass has potential to be a better
resolution than the mass of a calorimeter jet (calo mass). The TA mass is defined as

mTA =
pcalo

T

ptrack
T

·mtrack, (5.17)

wheremTA represents the track assisted mass. Correspondences between a calorimeter jet and tracks are
mapped by the ghost association technique2) [89].

The TA mass resolution is better than that of the calo mass at pT > 1 TeV as shown in Figure 5.14,
however, ones at pT < 1 TeV are worse. This is because a track pT resolution is worse at a lower pT

range as mentioned already. A simple solution to improve resolutions at low pT ranges is combining the

2)Large-R jet constituents (topo-clusters) and tracks with an artificial four-momentum, (pT, η, ϕ, E) = (0, ηtrk, ϕtrk, 0), are
simultaneously clustered with anti-kt R = 1.0 algorithm (the tracks are not affected to the jet reclustering because of zero
momentum). Then the tracks included in the reclustered jet are judged as to be associated tracks.
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track assisted mass and the calo mass with the linear combination:

mcomb =
σ−2calo

σ−2calo + σ
−2
track

mcalo +
σ−2track

σ−2calo + σ
−2
track

mtrack, (5.18)

where mcomb is referred to as combined mass, and σcalo and σtrack stand for those resolutions as shown
in Figure 5.14. The combined mass has almost the same or better resolution than that of the calo mass
in the whole pT range as shown in Figure 5.14. The combined mass resolution improves approximately
30% (50%) compared to the one of the calo mass.
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Fig. 5.14: The mass resolution for a calorimeter jet (mcalo), a track assisted mass (mTA), and a combined
mass (mcomb) are shown. The resolution (y-axis) is defined with the median of a mass response (Rm =
mreco./mtruth) and the 68% inter quantile range (IQnR). The mcalo has better mass resolution below
pT = 1 TeV, whereas mTA has better resolution at above pT = 1 TeV. The mcomb has the same or a
better resolution than mcalo at the whole pT range except a few bins at low pT. This reverse feature is
because Rm does not perfectly behave as Gaussian, and then the linear combination becomes a non-ideal
combination.

5.2.2 Two-Variable-Tagger

In this section, the combined mass (hereafter “mass”) defined in the previous section are used to con-
struct weak vector boson identification algorithm together with the D2. The cut-based tagger consists of
rectangular cuts on the D2 and mass. This tagger is used in the semileptonic VBS analysis described in
Chapter 6.

Firstly, the description of MC simulated events for the D2 and mass is confirmed in the observed data
by tt̄ events as shown in Figure 5.15. The 2015-16 dataset and MC simulations for the tt̄ and single
top-quark production, W/Z+jets events are used in the comparisons. The samples are the same ones
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used in the semileptonic VBS analysis described in Section 6.2. Both of the distributions describe the
observed data well within systematic uncertainties.
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Fig. 5.15: Comparisons between the observed data and MC simulations for large-R jets mass (left)
and D2 (right) in tt̄ enhanced region are shown. The dominant systematic uncertainty is theoretical
uncertainties for tt̄ shape [107].

Secondly, the thresholds of rectangular cuts are defined. There is ambiguity for cut thresholds on a
two-dimensional space for the D2 and mass. In this study, a q/g background jets rejection at fixed
signal efficiencies (50, 80%) is assigned as a metric, and scanning over full ranges of D2 upper cuts and
mass sideband cuts with respect to jet pT are performed. pT dependent cut thresholds are intended to
consider pT dependencies of D2 and mass. This study exploits MC simulated events only. The signal
W or Z jets are obtained from W ′ → WZ → qq̄qq̄ events made by the high-mass sequential standard
model [113]. The resonance masses are set from 400 GeV to 5 TeV to obtain the pT range for W/Z
jets from 200 GeV to 2.5 TeV. The background q/g jets are generated by multijet processes which are
modeled using the leading order of Feynman diagrams by the PYTHIA 8 (v8.186) event generator the
same as MC calibration. Both of the signal and background are fragmented by the PYTHIA 8 (v8.186)
event generator with the NNPDF23LO PDF set.

As the final step, the chosen mass cut thresholds for each pT bin are fitted by the physically inspired

function form mJ =

√
(A/pT + B)2 + (C · pT +D)2, where A,B,C, and D represent fit constants.

The first term corresponds to an opening angle between two quarks, the second term corresponds to the
detector resolution. The one for theD2 is fitted by fourth-order polynomial functions. Figure 5.16 shows
a W jet population on the pT and D2 or pT and mass space, and Figure 5.17 shows the cut functions for
each variable. The cut thresholds are optimized for eachW and Z boson jets case, separately.

The two-variable-tagger achieved approximately a 95% (98.7%) background rejection at a 50% signal
efficiency at a pT range of 200 ≤ pT ≤ 500 GeV (1000 ≤ pT ≤ 1500 GeV) as shown in Figure 5.21.

79



5.2. WEAK VECTOR BOSON IDENTIFICATION

0

50

100

150

200

250

 A
.U

.
500 1000 1500 2000

 GeV
T

p Jet RLarge-

0

50

100

150

200

 J
et

 m
as

s
R

La
rg

e-

0

20

40

60

80

100

120

140  A
.U

.

500 1000 1500 2000

 GeV
T

p Jet RLarge-

0

1

2

3

4

 J
et

 D
2

R
La

rg
e-

Fig. 5.16: A W jet population on the pT and mass space (left) and the pT and D2 space (right) are
shown. The black lines stand for 50% working point thresholds.
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W and Z boson-tagging. Above the vertical dashed line on pT = 2500 GeV, the cut thresholds become
constants because there is no enough statistics above pT = 2500 GeV in MC simulated events to define
cut thresholds.
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5.2.3 Jet-Substructure-Based Machine Learning Tagger

In this section, advanced machine learning taggers are described. The two-variable-tagger works well
but there is a potential to improve its performance because two variables are too little to grasp a full
internal structure of a jet containing O(100) hadrons. Machine learning approaches by using O(10)
variables are developed to get a better discrimination power. Boosted Decision Tree (BDT) and Deep
Neural Network (DNN) are separately tested as representative machine learning algorithms. Candidates
for the input variables are summarized in Table 5.1 and a concise explanation for those variables is as
follows.

Table 5.1: A summary of jet substructure variables studied along with an indication of the tagger topol-
ogy to which the observable is applicable is shown. In the case of the energy correlation observables,
the angular exponent β is set to 1.0 and for the N-subjettiness observables, the winner-take-all [114]
configuration is used.

Observable Variable References
Calibrated jet kinematics pT, mass [115]

Energy correlation function e3,C2,D2 [116, 117]
N-subjettiness τ1,τ2,τ21 [118, 119]

Fox–Wolfram moment RFW
2 [120]

Splitting measures zcut,
√
d12 [121, 122]

Planar flow P [123]
Angularity a3 [124]
Aplanarity A [125]

KtDR KtDR [126]

Energy correlation function

The definition of energy correlation function is shown in Equation 2.43. The energy correlation ratio is
defined as D2 = e3/ (e2)

3 and C2 = e3/ (e2)
2.

N-subjettiness

TheN-subjettiness is designed to find out the number of subjets for a given jet (symbol J),N-subjettiness
value is small when a given jet has N subjets, where N ∈ 0, 1, 2. The definition of 0/1/2-subjettiness
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(τ0, τ1, τ2) are defined as

τ0 =
∑
i∈J
pT,i∆RiJ, (5.19)

τ1 =
1

τ0

∑
i∈J
pT,i∆Ria1 , (5.20)

τ2 =
1

τ0

∑
i∈J
pT,imin (∆Ria1∆Ria2) , (5.21)

where ∆RXY stands for the angle between X and Y, a1 and a2 are the first and second leading constituent
in the jet, respectively. N-subjettiness ratio:τ21 = τ2/τ1 is also a candidate for the machine learning
tagger.

Fox–Wolfram moment

The Fox–Wolfram moment is variable exploiting Legendre polynomials,

Hl =
∑
i,j

pipj

E2
Pl(cos θij), (5.22)

where E is the energy of a given jet, pi and pj are absolute values of the momentum for an i and j-th
particle, Pl is the l-th Legendre polynomial. A back-to-back jet pair in its rest frame has Hl ∼ 1 for even
l and Hl ∼ 0 for odd l. The ratio RFW

2 = H2/H0 is used in this analysis.

Splitting measures

The splitting scale is the most straight forward definition for defining the number of subjets in a given
jet. Firstly, it reclusters a given jet with kt (R=0.2) algorithm and stops the algorithm when the number
of subjets is equal to two. Then the splitting scale is defined as

√
dij = min(p2T,i, p

2
T,j)
∆R2ij

R2
, (5.23)

where ∆Rij is an angle between i and j, R is a radius for a given jet. The zcut is a similar variable to
√
d12

defined as √
dcut = min(p2T,i, p

2
T,j)∆R

2
ij, (5.24)

zcut =
dcut

dcut +mJ

, (5.25)

wheremJ is the invariant mass of a given jet.
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Planar flow

The planar flow exploits a shape tensor defined as

Iklw =
1

mJ

∑
i

Ei
pi,k

Ei

pi,l

Ei
, (5.26)

P =
4det(Iw)
tr(Iw)2

, (5.27)

where l and k stand for l and k-th components of its transverse momentum (x or y in the ATLAS
coordinate system), E is the energy of an i-th constituent, andmJ is the invariant mass of a given jet.

Angularity

The angularity is a simple variable related to angles for a pair of constituents in a given jet:

a3 =
1

mJ

∑
i

Ei sin3 θi (1− cos θi)
−2 , (5.28)

where θ stands for an angle between a given jet and an i-th constituent, mJ and E denote the mass and
energy for a given jet, respectively.

Aplanarity

The aplanarity is calculated in the rest frame for a given jet:

Sαβ =

∑
i p
α
i p

β
i∑

i p
2
i

, (5.29)

A =
3λ3

2
, (5.30)

where pi is the magnitude of the momentum for an i-th constituent. pαi and pβi stand for α,β = x, y, z

projected momentum for an i-th constituent. λ3 stands for the smallest eigenvalue.

KtDR

The KtDR is the simplest variable among input candidates which is the angle between a pair of kt
R = 0.2 reclustering subjets the same as the splitting scale.

The machine learning approaches are particularly useful in case that input variables are not the same
variables (100% correlated nor anti-correlated) nor fully independent (0% correlated), otherwise those
are enough to be analyzed by simple cut-based analyses. In order to check correlations between those
candidate variables, linear correlation coefficients between candidate variables are evaluated as shown in
Figure 5.18. Almost all pairs of variables have correlations, in particular, there are strong correlations
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Fig. 5.18: Linear correlation coefficients between input variables for signal W boson jets (left) and
background q/g jets (right) are shown. 100% (-100%) means completely correlated (anti-correlated).

between zcut and
√
d12, e3 and mass, τ21 and τ2, τ21 and D2, τ2 and D2, and τ2 and C2. Those pairs of

variables are expected to have strong correlations because those definitions are similar. However, those
linear correlation coefficients are at most around 80%, and it indicates that inputting those two variables
are still meaningful. Therefore, those variables are left as a candidate for input variables.

Trainings are performed with the same MC simulation samples as the two-variable-tagger optimization
described in Section 5.2.2. The samples are split into 70% and 30% in statistics, and the former is used
in trainings, and the latter is used in testing those performances. In order to choose an input variable set
for the BDT and DNN, an optimization study is performed for each. In terms of computer intensity for
trainings, fewer input variables are desired. A DNN training takes longer than that of BDT, therefore,
different optimization strategies are taken. As for BDTs, one variable which gives the largest increase
in a background rejection at a fixed signal efficiency (50%) is sequentially added into input variable sets
as shown in Figure 5.19. A BDT with the least input variables having a background rejection consistent
with the one having the highest background rejection within statistical fluctuation are chosen as the best
BDT. The chosen BDT are inputted 11 variables (D2, mass, pT, KtDR, τ21, a3, τ1, P, RFW

2 , A, C2).
As for DNNs, several test groups of similar variables are defined as shown in Table 5.2, then DNNs are
trained for each group as an input set. The same as the case of the BDT, a DNN with the least input
variables having a background rejection consistent with the one having the highest background rejection
within statistical fluctuation is chosen as the best DNN. The group 8 is chosen as the best DNN which
are inputted 12 variables (D2, mass, pT, KtDR, τ21, a3, P, RFW

2 , A, C2, zcut,
√
d12).

Both BDT and DNN hyperparameters3) are optimized by grid scans with the same metric as the input
variable optimization, the background rejection at 50% signal efficiency4). Chosen hyperparameters are
shown in Tables 5.3 and 5.4.

The output distributions for the BDT and DNN are shown in Figure 5.20. The BDT and DNN distribu-

3)Hyperparameters are parameters given before training.
4)Details on the hyperparameter optimizations are summarized in Reference [127].
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Fig. 5.19: Background rejections for the BDT (left) and DNN (right) taggers are shown. A variable set
up to C2 variable are chosen for the BDT. As for DNN, the Group 8 is chosen.

Table 5.2: A summary of the set of observables that were tested forW boson for the various DNN input
observable groups as well as the chosen sets for DNN and BDT as input observables using Figures 5.19
is shown.

DNN Test Groups Chosen Inputs
Observable 1 2 3 4 5 6 7 8 9 BDT DNN

mass ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
pT ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
e3 ◦ ◦ ◦ ◦
C2 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
D2 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
τ1 ◦ ◦ ◦ ◦ ◦
τ2 ◦ ◦ ◦ ◦
τ21 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
RFW
2

◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
P ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
a3 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
A ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
zcut ◦ ◦ ◦ ◦ ◦ ◦ ◦√
d12 ◦ ◦ ◦ ◦ ◦ ◦

KtDR ◦ ◦ ◦ ◦ ◦ ◦ ◦
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Table 5.3: Brief explanations of the BDT parameters and the chosen parameters are shown.

Setting Name Description Chosen Value

BoostType Type of boosting technique GradientBoost

NTrees Number of trees in the forest 500

MaxDepth Max depth of the decision tree allowed 20

MinimumNodeSize
Minimum fraction of training events
required in a leaf node 1.0%

Shrinkage Learning rate for GradientBoost algorithm 0.5

UseBaggedBoost
Use only a random (bagged) subsample of all events
for growing the trees in each iteration True

BaggedSampleFraction
Relative size of bagged event sample
to the original size of the data sample 0.5

SeparationType Separation criterion for node splitting GiniIndex

nCuts
Number of grid points in the variable range used
in finding optimal cut in node splitting 500

Table 5.4: A summary of the chosen DNN parameters and architecture is shown.

Setting name Chosen value or architecture Reference
Used framework Keras [128]
Layer type Dense [128]
Number of hidden layers 4 [128]
Activation function rectified linear unit (relu) [129]
Learning rate 0.0001 [130]
L1 Regulariser 0.001 [129]
NN weight initialization Glorot uniform [131]
Batch size 200 [129]
Batch normalization Yes [132]
Number of epochs 100 [128]
Architecture 16, 14, 9, 6 -
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tions have similar shapes. As shown in Figure 5.18, those have considerably strong correlations, 79% for
W jets and 59% for q/g jets. Moreover, correlations between those machine learning outputs and input
variables are also similar. The correlation to theD2 is the most strong which is expected because theD2
is the most powerful single discriminator.
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Fig. 5.20: Output distributions for the BDT (left) and DNN (right) taggers. The blue and red shaded
areas representW boson and q/g jets distributions, respectively.

Background rejections are compared to the two-variable-tagger by ROC curves5) as shown in Figure 5.21.
Background rejections for the BDT and DNN taggers are almost the same, and those are superior to the
one for the two-variable-tagger by approximately 20%. Those are the first constructions of weak vector
boson identification techniques with large-R jets by machine learning approach, and those performances
are the best among weak vector boson identification techniques ever built at that time [107].

While those great performances, those have undesired strong correlations to jet mass as shown in Fig-
ure 5.22. Before the cut of BDT or DNN taggers, a mass distribution for the background q/g jet has an
exponentially decreasing shape with respect to the large-R jet mass. After cuts of the BDT or DNN tag-
gers, the mass distribution for the background q/g jet is very similar to the one for signal. This indicates
that analyses cannot use mass-sidebands as background control regions. Since the profiling of nuisance
parameters at mass-sidebands by the simultaneous likelihood fit are essential for most of the analyses
including the semileptonic VBS analysis, this tagger is not used in the semileptonic VBS analysis.

A decorrelation technique exploiting adversarial neural network is being developed in [133], this tech-
nique achieved a drastic decrease in correlation between the mass and neural network output. Implemen-
tation of such a new algorithm is the future prospects for the next generation of analysis.

5)ROC curve: A 2-dimensional graph for sets of signal efficiency and a background efficiency or rejection obtaining from
scanning over the various cut thresholds.
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Fig. 5.21: The performance comparisons of theW taggers in a low-pT (left) and high-pT (right) bin are
shown. The performance is evaluated with the same pT distribution for signal and background; W jets
are weighted to match pT distributions of the multijet background samples.
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CHAPTER 6

Search for Semileptonic Vector Boson Scattering

In this chapter, the main body of this thesis, search for the SM semileptonic VBS is described. The
introductions to the signals and backgrounds are described in Section 6.1. The dataset and MC simula-
tions used in this analysis are explained in Section 6.2. Sections 6.3 and 6.4 describe event selections
to improve the signal purity of the dataset. The SM background estimation methods are explained in
Section 6.5. Sections 6.6, 6.7 and 6.8 describe the definition of fiducial volume performed the cross-
section measurement for the semileptonic VBS, systematic uncertainties, and the setup for the likelihood
fit. Finally, the results of the likelihood fit are described in Section 6.9.

6.1 Experimental Signature of Semileptonic VBS and Backgrounds

The experimental signature of the VBS processes is characterized by two bosons and two forward jets,
which is illustrated in Figure 6.1.

z (beam axis)

jet1

jet2

V1

V2

Fig. 6.1: A schematic diagram of a typical VBS topology in the experimental system.

Two forward jets are tagged by requiring the highest invariant mass of a pair of small-R jets (is referred
to as mtag

jj in short), and a central diboson system is reconstructed by two small-R or one large-R, and
leptons and/or Emiss

T .

Multiple processes can be contributed to the topology, the production of VVjj having only electroweak-
interaction vertices (EWVVjj), and having two strong-interaction vertices (QCDVVjj). Representative
Feynman diagrams are shown in Figure 6.2. EWVVjj composes of two processes, the VBS processes
which are actual scatterings of two vector bosons, and the rest of the diagrams (non-VBS) which two
vector bosons do not scatter each other. The non-VBS processes cannot separate in a gauge-invariant
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way [134] and those inflict a non-negligible contribution to a total cross-section, therefore, it is included
in the signal definition.

Fig. 6.2: Representative Feynman diagrams of the VBS processes (left), the electroweak productions of
the non-VBS processes (center), and the strong productions of the non-VBS processes (right) are shown.
The wavy, curled, and straight lines representW/Z bosons, a gluon, and quarks, respectively. The dashed
circle can be replaced with the VBS interactions as shown in Figure 2.1.

Three semileptonic decay channels for VV system are explored as a Z boson decaying into a pair of
neutrinos, Z → νν;1) a W boson decaying into a charged lepton (an electron or muon, denoted by
ℓ) and a neutrino, W → ℓν; and a Z boson decaying into a pair of light charged leptons, Z → ℓℓ.
In all cases, the other vector boson V is required to decay into a pair of quarks, V → qq, leading to
ZV → ννqq,WV → ℓνqq, and ZV → ℓℓqq final states. These processes overlap in the fiducial region
of the measurement because of the geometrical acceptance of the detector for leptons and jets. The decay
channels are selected as 0-, 1- and 2-lepton final states, where the 1-lepton (2-lepton) final state receives
the only contribution from WV → ℓνqq (ZV → ℓℓqq) processes, and the 0-lepton final state receives
about equal contributions fromWV → ℓνqq (missing one charged lepton) and ZV → ννqq processes.

Adding to the QCDVVjj, several SM processes having relatively high cross-sections can fake the signal
topology. Representative Feynman diagrams of backgrounds at tree level are shown in Figure 6.3. The
main source of background for this study is the single W or Z boson production in association with jets
(referred to as W+ jets and Z+ jets, or collectively V+ jets). The V+ jets are different final states from
the signals, but those fake signals by additional jets produced from gluon radiation and pileup collisions.
The second largest background is the top quark pair production processes (tt̄). The tt̄ production is
exactly the same final state to the signals, and it can be identified by tagging two b-hadrons with the
b-tagging. There are minor contributions from single top quark production (single top) containing t-
channel, s-channel, and t-channel in association with a W boson. Those are differentiated to the signals
by using topology and the b-tagging.

1)To simplify the notation, antiparticles are not explicitly labeled in this thesis.
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Fig. 6.3: Feynman diagrams ofW+ jets (top left), Z+ jets (top center), tt̄ (top right), single top produced
via t-channel (bottom left), s-channel (bottom center), and t-channel in association with a W boson
(bottom right) are shown.

6.2 Experimental Datasets and Monte-Carlo Simulations

This section describes the experimental datasets and MC simulations. In Section 6.2.1, the history of data
taking, corresponding integrated luminosities and pileup conditions, and triggers are shown. A summary
of event generators used for MC simulations is described in Section 6.2.3.

6.2.1 Experimental Datasets

The dataset used in this study is collected with the ATLAS detector in 2015 and 2016 pp collisions
at

√
s = 13 TeV. Data collection histories and the distribution of the mean number of interactions per

crossing (< µ >)2) are shown in Figure 6.4. In the 2015 (2016) runs, the ATLAS experiment recorded
an integrated luminosity of 3.9 fb−1 (35.6 fb−1) out of 4.2 fb−1 (38.5 fb−1) delivered by the LHC, which
corresponds to a data taking efficiency of 92%. The inefficiencies are due to warm start: when the
collisions become stable, the tracking detectors are turned on a ramp of the high-voltages and turning on
the preamplifiers for the pixel system. Further quality requirements are imposed on the data to ensure
all detectors worked correctly. The efficiencies for each detector are shown in Table 6.1. Overall, the
efficiency is 87.1 (93)% for the 2015 and 2016 data takings, and the main source of inefficiencies are the
IBL and toroid turned off in a few runs. Furthermore, saturation in the specific cell of the electromagnetic

2)The mean number of interactions per crossing denotes the mean of the Poisson distribution of the number of interactions
per crossing calculated for each bunch from the instantaneous luminosity (Lbunch) as µ = Lbunchσinel/fr, where σinel denotes the
inelastic cross-section for 13 TeV collisions (80 mb for this analysis), and fr represents the LHC revolution frequency.
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calorimeter are observed and it is not implemented in MC simulations. It is removed by the run-by-run
veto with an efficiency of 98%. The total integrated luminosity used in this analysis is 35.5 fb−1.
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Fig. 6.4: Accumulated integrated luminosity plots for the years of 2015 (left) and 2016 (right) are
shown. The green and yellow histograms are corresponding to the LHC delivered luminosity and ATLAS
recorded luminosity. In the bottom plot, distributions for the number of interactions per crossing in runs
for 2015 (green), 2016 (light blue), and its total (deep blue) are shown.

The datasets are categorized by data taken periods summarized in Table 6.2. Since the categorization
corresponding to the proton collision conditions which are deeply related to the trigger strategy, trigger
sets used in this analysis are chosen with respect to those data taken periods.

6.2.2 Trigger selection

Different trigger sets are used in each 0-, 1-, and 2-lepton channel with respect to those final states.
For the 0-lepton analysis, only the unprescaled Emiss

T triggers are used. The thresholds are varied be-
tween 70 − 110 GeV with respect to different collision conditions. For the 1- and 2-lepton analyses,
the unprescaled single lepton triggers with the lowest momentum threshold at that time are used. The
thresholds are 20− 140 GeV for the various requirements. In order to compensate for a relatively lower
efficiency of the muon trigger due to the insensible detector regions as described in Section 4.12, the
Emiss

T triggers3) is collectively used at pT(µν) > 150 GeV for the 1-lepton channel. Since the trigger

3)Luckily, the muons are not included in the Emiss
T calculation at the trigger level.
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Table 6.1: Good data quality efficiencies of each detector for each year in a unit of % are shown [135].
The relatively large inefficiency of the pixel detector shown in 2015 is because of the IBL being turned
off for two runs. The toroid inefficiencies in 2015 and 2016 are cased by turning off for some runs.

year Inner Detector Calorimeter Muon Spectrometer Magnet
total

Pixel SCT TRT LAr Tile MDT RPC CSC TGC Solenoid Toroid

2015 93.5 99.4 98.3 99.4 100 100 100 100 100 100 97.8 87.1
2016 98.9 99.9 99.7 99.3 98.9 99.8 99.8 99.9 99.9 99.1 97.2 93

Table 6.2: Naming of periods and corresponding luminosities [136] are shown for each year. The run
numbers are associated with each proton fill. The integrated luminosities represent the ones delivered by
the LHC.

Year Period
Date Taking

Period
Corresponding
Run Numbers

Integrated
Luminosity[/pb]

2015

D1-D6 Aug.12 - Aug.23 276073-276954 105
E1-E5 Sep.06 - Sep.20 278727-279928 501
F1-F3 Sep.20 - Sep.26 279932-280422 353
G1-G4 Sep.26 - Oct.06 280423-281075 821
H1-H3 Oct.06 - Oct.12 281130-281411 616
J1-J6 Oct.20 - Nov.03 282625-284484 1620

total 4016

2016

A1-A10 Apr.22 - May.27 296939-300287 764
B1-B5 May.27 - Jun.06 300345-300908 2231
C1-C4 Jun.11 - Jun.21 301912-302393 3222
D1-D8 Jun.24 - Jul.10 302737-303560 5852
E1-E3 Jul.10 - Jul.16 303638-303892 2253
F1-F3 Jul.16 - Jul.25 303943-304494 3729
G1-G7 Aug.01 - Aug.21 305291-306714 4618
I1-I5 Aug.24 - Sep.09 307124-308084 6235
K1-K3 Sep.24 - Oct.03 309311-309759 2561
L1-L11 Oct.06 - Oct.26 310015-311481 6942

total 38407
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efficiencies are not reached up to 100% at 150 GeV, trigger efficiency scale factors are applied as shown
in Figure 6.5.
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Fig. 6.5: The trigger scale factors for the Emiss
T triggers used in this analysis are shown. The Emiss

T trigger
are used above pT(µν) = 150 GeV (vertical dashed line).

The triggers used in the 0-, 1-, and 2-lepton channels are summarized in Tables 6.3, 6.4, and 6.5.

Table 6.3: A list of triggers used in the 0-lepton channel analysis is shown. The xe or XE stands for Emiss
T ,

the mht stands for an Emiss
T reconstruction technique described in Section 4.7.3 and Reference [137]. The

numbers corresponding to Emiss
T thresholds. HLT xe110 mht L1XE50 stands for passing L1 trigger

with a threshold of Emiss
T > 50 GeV and HLT trigger with a threshold of Emiss

T > 110 GeV using the mht
Emiss

T reconstruction technique.

Year Period MET triggers

2015 whole period HLT xe70

2016
A-D3 HLT xe90 mht L1XE50

D4-E4, F2-L11 HLT xe110 mht L1XE50

6.2.3 Monte-Carlo Simulations

Teh expected signal and background processes are simulated by the Monte-Carlo method (MC) imple-
mented by the several dedicated simulation programs explained in the following subsections.
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Table 6.4: A list of triggers used in the 1-lepton channel is shown. the lhtight, lhmedium, and lhloose
stand for passing tight, medium, and loose likelihood-based identification requirements, respectively.
iloose, ivarloose, and ivarmedium stand for isolation requirements described in Section 4.3.4. More
details are described in Reference [137].

Year Period Electron channel Muon channel
pT (µν) < 150 GeV pT (µν) > 150 GeV

2015 whole period
HLT e24 lhmedium L1EM20VH HLT mu20 iloose L1MU15

HLT e60 lhmedium HLT mu40 HLT xe70
HLT e120 lhloose

2016

A
HLT e26 lhtight nod0 ivarloose HLT mu24 ivarloose

HLT e60 lhmedium nod0 HLT mu40 HLT xe90 mht L1XE50
HLT e140 lhloose nod0

B-D3 the same as above HLT mu24 ivarmedium the same as above
HLT mu50

D4- the same as above HLT mu26 ivarmedium
HLT xe110 mht L1XE50

HLT mu50

Table 6.5: A list of triggers used in the 2-lepton channel analysis is shown. Notations are the same as
Table 6.4.

Year Period Electron channel Muon channel

2015 whole period
HLT e24 lhmedium L1EM20VH HLT mu20 iloose L1MU15

HLT e60 lhmedium HLT mu40
HLT e120 lhloose

2016

A
HLT e26 lhtight nod0 ivarloose HLT mu24 ivarloose

HLT e60 lhmedium nod0 HLT mu40
HLT e140 lhloose nod0

B-D3
the same as above

HLT mu24 ivarmedium
HLT mu50

B-D3
the same as above

HLT mu26 ivarmedium
HLT mu50
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Electroweak VVjj Simulation

The EWVVjj production is modeled using the MADGRAPH5 aMC@NLO v2.3.3 [38] event generator
with the NNPDF30LO PDF set [53]. The parton shower and hadronization are implemented with the
PYTHIA 8.186 [55] using the A14 set of tuned parameters for the underlying events [105]. The EWVVjj
samples are generated with two on-shell V bosons, with one V boson decaying leptonically (Z → ℓℓ

with ℓ = e, µ, Z → νν, W → ℓν with ℓ = e, µ, τ), and the other V boson decaying hadronically. For
the WWjj processes, all charge combinations are included (W+W+, W+W−, and W−W−). For each
sample, all of the purely-electroweak tree-level diagrams (i.e. O(α6EW) diagrams) that contribute to the
final state are included. The non-VBS diagrams are greatly suppressed by the event selection in this
analysis. In particular, for the processes including a Wtb vertex are not considered as EWVVjj signal,
and their contribution is removed by requiring that the VBS tagging jets (a pair of jets originating from
spectator quarks which coming directly from partonic quarks) are not to be b-tagging ones (b-veto). For
EWK WWjj production, the electroweak tt̄ process shows a significant contribution (∼70%). Such a
contribution is negligible in the signal region due to b-veto and highmtag

jj requirements.

Anomalous Quartic Gauge Coupling Signal Simulation

Given a large number of operators that could modify the quartic vertices considered in this analysis, only
a few representative ones are considered as LS0, LM0, and LT0. Corresponding couplings are represented
as fS0/Λ4, fM0/Λ4, and fT0/Λ4. MC samples are produced for those three exclusive operators and for all
six final states. The coupling strength of each operator is determined based on the expected sensitivity as
summarized in Table 6.6. Similar to the VBS signal samples, the aQGC samples are modeled by using
the MADGRAPH5 aMC@NLO v2.3.3 [38] event generator connected with the PYTHIA 8 [55] for the
fragmentation tuned by the NNPDF30LO PDF set [53] is used.

Table 6.6: The aQGC couplings for the benchmark signal samples used in this analysis are shown.

fS0/Λ
4 fM0/Λ

4 fT0/Λ
4

coupling constant [TeV−4] 50 1 5

Background Simulation

The main source of background for this study is the V+ jets process. The V+ jets events are generated by
the SHERPA 2.2.1 [138] event generator. The W/Z production in association with at most two jets are
calculated at the next leading order (NLO), and three and four jets processes are calculated at the leading
order (LO) using the COMIX [139] and OPENLOOPS [140] programs. The tt̄ events are produced by
the POWHEG-BOX v2 [141] event generator with the CT10 PDF set in the matrix-element calculations.
The third largest background is the QCDVVjj process which is a production of a pair of vector bosons
in association with a pair of jets having one or more QCD-induced vertices. The QCDVVjj process
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is generated by the SHERPA 2.2.1 [138] the same as the V+ jets events generation. The rest of the
backgrounds are significantly less contribution than the above backgrounds, the single top events are
generated by the POWHEG-BOX v1 [142–144] event generator. All leptonically decaying vector bosons
decay all lepton flavors (e, µ, τ). For all processes including W and top quarks, spin correlations are
preserved. The top quark mass is set to 172.5 GeV. The EVTGEN v1.2.0 program [145] is used for
decaying bottom or charm hadrons for the POWHEG-BOX samples. The parton showers, fragmentation,
and pileup collision in the same bunch crossing are simulated using the PYTHIA 6.428 [146] with the
CTEQ6L1 [54] PDF set with the corresponding Perugia 2012 tune (P2012) for all samples except ones
generated with the SHERPA 2.2.1 which is predefined the dedicated shower programs.

All processes are normalized using the latest theoretical predictions for their cross-sections. Cross-
sections for the V+ jets production are calculated with up to the next-to-next-to-leading-order (NNLO)
QCD correction. Cross-sections for QCDVVjj are calculated at the NLO including the LO contribution
with two additional partons [138, 147]. A cross-section for tt̄ events is calculated at the NNLO in QCD,
including resummation of next-to-next-to-leading logarithmic (NNLL) soft-gluon terms [148, 149]. A
cross-section for the single top production is calculated by the NLO in QCD [150], including the NNLL
correction only for theWt process [151].

A summary of the MC simulations is shown in Figure 6.7.

Table 6.7: A summary of MC simulations used in this thesis is shown.

Process Generator σ× BR [pb]

EWVVjj→ ννqq/lνqq/llqq+ jj
MADGRAPH5 aMC@NLO v2.3.3

2.22
+PYTHIA 8

aQGC VVjj→ ννqq/lνqq/llqq+ jj
MADGRAPH5 aMC@NLO v2.3.3

-
+PYTHIA 8

W+jets → lv + jets SHERPA 2.2.1 6.63× 104
Z+jets → ll/νν + jets SHERPA 2.2.1 1.93× 104
tt̄→ lνqqbb/lνlνbb POWHEG-BOX v2 + PYTHIA 6 452

Single top → lνb POWHEG-BOX v1 + PYTHIA 6 4.14

QCDVVjj→ ννqq/lνqq/llqq + jets SHERPA 2.2.1 82.7

Generated MC events are simulated with a detailed detector simulation [152] by the GEANT4 [153]. In-
and out-of-time additional collisions are simulated by the PYTHIA 8.186 and overlaid in the same and
neighboring bunch crossing (pileup). All MC simulations are reweighted to match the pile-up condition
in the observed data.

6.3 Event Selection

In order to enhance a signal purity, selections are imposed by making use of the VBS signal topology.
The events are preselected first as described in Section 6.3.1, then specific event selections are applied
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for each 0-, 1-, and 2-lepton channel described in Sections 6.3.2, 6.3.3, and 6.3.2.

6.3.1 Preselection

Common jet selection criteria are applied to all categories, pT > 20 GeV for |η| < 2.5 and pT > 30 GeV
for 2.5 < |η| < 4.5 for small-R jets. Large-R jets are required to have pT > 200 GeV for |η| < 2.0.
Events are split by a pT of a hadronically decaying vector boson Vhad. Events having one or more
qualified large-R jets are categorized as merged, otherwise resolved. For resolved channels, candidates
for the tagging jets4) are selected by choosing a small-R jets pair with the highest invariant mass (mtag

jj ),
then a jet pair which has a minimum value of min(|mW −mjj|, |mZ −mjj|)

5) from the remaining jets
is chosen as a candidate for hadronically decaying W/Z boson (Vhad). In merged channels, forward jets
are selected first in the same way as the resolved case, then a large-R jet which has a minimum value
of min(|mW −mJ|, |mZ −mJ|) where mJ is invariant mass of a large-R jet is chosen as a Vhad. The
distribution ofmJ is shown in Figure 6.6.

Before categorizations, the events are applied to the lower cut on 400 GeV for a mtag
jj . The distribution

of mtag
jj is shown in Figure 6.6. The cut value 400 GeV is chosen to have enough signal and background

statistics on the MC simulations to effectively train the BDT which is introduced in Section 6.4.1. Then
events are categorized in 0-, 1-, 2-lepton channels by the number of charged leptons, then those subcate-
gories are analyzed separately as discussed below in turn.

6.3.2 0-lepton

Events passed Emiss
T triggers are required further Emiss

T cut (greater than 200 GeV) and no lepton with
pT > 7 GeV in an event. The Emiss

T cut threshold is determined to maximize the bin-by-bin accumulated
significance of the mT distribution. In the 0-lepton channel, the QCD-induced multijet background is
significant, so the multijet event suppressing cuts, an angle between track-based p⃗miss

T and calorimeter-
based E⃗miss

T to be smaller than π/2 (∆ϕ(E⃗miss
T , p⃗miss

T ) < π/2), the smallest angle between small-R jets and
E⃗miss

T to be greater than π/6 (min[∆ϕ(E⃗miss
T , small-R jet)] > π/6), and the angle between E⃗miss

T and Vhad

momentum to be greater than π/9 (∆ϕ(E⃗miss
T , V⃗had) > π/9) are simultaneously applied. The thresholds

for the multijet event suppressing cuts are determined that the multijet events are to be negligible.

6.3.3 1-lepton

Events are imposed to have exactly one ‘tight’ lepton with pT > 27 GeV, no ‘medium’ lepton with
pT > 7 GeV, and Emiss

T greater than 80 GeV. The Emiss
T cut threshold is determined to maximize the bin-

by-bin accumulated significance of the mVV distribution. In the 1-lepton channel, the tt̄ process shows
non-negligible contamination, so events that have b-jets are rejected.

4)A pair of jets originating from spectator quarks which coming directly from partonic quarks.
5)mW = 80.385 GeV andmZ = 91.187 GeV are used in this study.
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Fig. 6.6: Themtag
jj (left) and large-R jet mass (right) distributions for events required to pass the 1-lepton

trigger set and having exactly one lepton, one large-R jet, and large-R jet mass greater than 50 GeV are
shown. For the left plot, the ratio of the observed data to the MC simulation is wavy because the in-situ
large-R jet mass calibration is not imposed, and it is covered by the systematic uncertainty. The first and
second peak of the large-R jet mass distribution derived by W boson and top-quark masses. The signal
has also the second peak because of electroweak tt̄ contamination as described in Section 6.2.3. For the
right plot, the predictions of the MC simulations are quite overshooting the observed data, especially at
the highmtag

jj region. The deviation will be calibrated bymtag
jj reweighting as described in Section 6.5.1.

6.3.4 2-lepton

Two ‘loose’ leptons with pT > 20 GeV in which one ‘tight’ lepton with pT > 28 GeV are required. The
invariant mass of pair of the leptons satisfying 83 < mee < 99 GeV for electrons and −0.0117×pµµT +

85.63 < mµµ < 0.0185×pµµT +94 GeV for muons. Cut values are chosen to take into account invariant
mass resolutions shown in Reference [154].

6.3.5 Signal Regions and Control Regions

Further categorization criteria are applied either to enhance the signal purity as a signal region (SR) or
to enhance the purity of each background component as a control region (CR). As for the SR, invariant
mass of Vhad to be close to boson mass poles, 64 < mjj < 106 GeV is required for resolved (resolved
SR), or large-R jets pT dependent mass window cuts are applied as shown in Figure 5.17 (merged SR).
Merged regions are subdivided with D2 cut thresholds into the high-purity SR (HP SR) and low-purity
SR (LP SR). The HP SR is defined as passing a 50% signal efficiency cut threshold on D2. The LP
SR is defined as failing a 50% signal efficiency cut threshold but passing an 80% signal efficiency cut
threshold on D2. The thresholds are shown in Figure 5.17. The HP SR has the best signal purity and
shows the primary sensitivity. The LP SR recovers signal efficiency for transversely polarized W/Z
bosons because those decay products tend to have asymmetric momentum in the experimental frame,
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and this leads to a fuzzy 2-prong structure having a D2 value between the longitudinally polarized W/Z
boson jets and background q/g jets. Additionally, the LP SR also works as a CR of backgrounds. Vhad

mass sidebands of the SR are exploited as V+jets CRs since the backgrounds are expected not to have
hadronically decaying V bosons, the mass of Vhad must not have a resonant structure. Those are referred
to as VCR, ZCR or WCR depending on channels. The HP and LP CRs are also prepared the same as
in the SR. tt̄ CRs having one or more b-tagged jets are set only for the 1-lepton channel referred to as
TopCR.

The ordering of the above categorization is organized as shown in Figure 6.7.

preselection

TopCR

merged HPSR merged LPSR resolved SR

resolved VCR merged LPVCR merged HPVCR

Fig. 6.7: The ordering of the categorization is illustrated. The events passed the preselection are subse-
quently imposed on criteria in the ordering of allows if those do not pass the previous criteria.

A schematic diagram of the SR and CR definitions and compositions of each signal and background is
shown in Figure 6.8. A summary of signal event selections is shown in Table 6.8.
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Fig. 6.8: A schematic diagram of SR/CR definitions for resolved (top left) and merged (bottom left) are
shown. A plot for event yields in each signal and control region (right) is shown. The labels L0, L1, and
L2 stand for the 0-, 1-, and 2-lepton channels, respectively. The labels ‘HP SR’, ‘LP SR’, and ‘SR’ stand
for the high-purity merged, low-purity merged, and resolved signal regions, respectively.
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6.4 Multivariate Analysis

The SRs defined in the previous section achieved to extract quite high purity signal regions, however,
those are not sufficient to observe the EWVVjj processes with enough significance to claim an evidence.
Therefore, events in the SRs are further processed by the Boosted Decision Tree (BDT) to utilize the
whole kinematical information about events including those higher order of correlations as much as pos-
sible. The BDT is chosen among machine learning algorithms because of the reasonable training speed
and implementability on ROOT [155] based analysis codes through the Toolkit for Multivariate Data
Analysis (TMVA [78]). The BDT is trained with simulation events with optimizing the input variable
set and hyperparameters of the BDT as described in Sections 6.4.1 and 6.4.2. Output distributions of the
BDT are exploited as discriminant variables for the statistical tests described in Section 6.8 are shown in
Section 6.4.3.

6.4.1 Training Setup

The BDT is trained with MC simulated events. Extended signal regions are set by removing mtag
jj re-

quirement for 0- and 1-lepton channels and additionally removingW/Z-tagger requirements for 1-lepton
to acquire enough training statistics. Two subdivided samples of equal size are used for the training sep-
arately and applying conversely6), then the output distributions are merged with each other. This way
utilizes full statistics of the MC simulated samples in the training but avoids any overtrainings7).

Hyperparameters of the BDT are optimized at the merged region for each channel separately, and those
are applied in both the merged and resolved regions. The considered hyperparameter set is the same one
as shown in Table 5.3. The optimizations are performed at the merged regions because those have fewer
statistics than that of resolved ones, hence, the chosen hyperparameter sets are safer against overtrainings
at resolved regions compared to the inverse case. The chosen hyperparameter sets are shown in Table 6.9.

6.4.2 Input Variables

Input variable set is intended to be formed by variables having higher separation powers between the
signal and backgrounds but not to have similar variables which have large redundancy, also distributions
of chosen variables for simulated samples have to show good agreement with distributions for the ob-
served data from an aspect of reliability of this measurement. Most of the variables are chosen related to
the kinematics of tree-level four-momenta which characterize the signal topology. Additionally, the q/g
separating variables related to the internal structure of jets and the number of jets are considered because
of most of the backgrounds induced by the QCD interactions which tend to produce outgoing gluons.
The optimization is done for each lepton channel and resolved or merged, separately.

6)Samples are divided into A and B for the even and odd number of events, respectively. Then each subsample A and B is
used for training and get BDTA and BDTB. The BDTA(B) is applied to subsample B(A) to create the templates.

7)A machine learning algorithm learns statistical fluctuation on the training sample, which can be a cause of bias in the
measurements.
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Table 6.9: A summary of the BDTG algorithm parameters for 0/1/2-lepton channels is shown.

BDTG parameter 0-lepton 1-lepton 2-lepton

NTrees 400 800 400
MaxDepth 4 4 4
Shrinkage 0.1 0.3 0.1
MinNodeSize 5 % 5 % 15 %
nCuts 20 20 20
UseBaggedBoost True True True
BaggedSampleFraction 0.5 0.5 0.5
SeparationType GiniIndex GiniIndex GiniIndex

Candidates for the input variables into the BDT are listed in Table 6.10. The small-R jets are labeled
in decreasing pT as ‘j1’ and ‘j2’ for a Vhad candidate, and as ‘tag, j1’ and ‘tag, j2’ for the tagging-jets.
The invariant mass and transverse momentum of the reconstructed VV (VVjj) system are denoted by
mVV (mVVjj) and pVVT (pVVjjT ), respectively. In those calculations, the momentum of a neutrino from
W → lν decay (p⃗ν = ( ⃗pT,ν, pz,ν)) is obtained by requiring W mass (mW) constraint on a lepton
(pµl = (p⃗T,l, pz,l,ml)) and a neutrino system. TheW mass squared is expressed as

m2
W =

(
El +

√
p2T,ν + p

2
z,ν

)2
−
(
( ⃗pT,ν + p⃗T,l)

2 + (pz,ν + pz,l)
2
)

(6.1)

= m2
l + 2El

√
p2T,ν + p

2
T,l − 2 ⃗pT,νp⃗T,l − 2pz,νpz,l, (6.2)

(6.3)

In order to solve the unknown pz,ν, a quadratic equation on pz,ν is formed as

0 = 4p2T,l · p2z,ν − 4
(
m2
W + 2 ⃗pT,νp⃗T,l

)
pz,l · pz,ν −

(
m2
W + 2 ⃗pT,νp⃗T,l

)2
+ 4E2lp

2
T,ν, (6.4)

where an approximation that the lepton mass can be ignored compared to its momentum is assumed.
The pT,ν is assumed to be Emiss

T , and then pz,ν is obtained by solving the quadratic formula. In this
study, the smaller real component of the solutions is chosen because it is slightly close to the true value.
Angular variables are also considered, such as the pseudorapidity gap between the tagging-jets (∆ηtag

jj )
and between the small-R Vhad jets (∆ηjj), the angular separation between the lepton and neutrino from
the W boson decay (∆R(ℓ, ν)) in the 1-lepton channel, and the azimuthal angle between the directions
of E⃗miss

T and the large-R jet (∆ϕ(E⃗miss
T , J)) in the merged category of the 0-lepton channel. A topological

variable named boson centrality is also used, and it is defined as ζV = min(∆η−, ∆η+), where ∆η− =

min[η(Vhad), η(Vlep)] − min[ηtag,j1 , ηtag,j2 ] and ∆η+ = max[ηtag,j1 , ηtag,j2 ] − max[η(Vhad), η(Vlep)]. The
variable ζV has large values when the tagging-jets have a large separation in η and the two boson can-
didates lie between the tagging-jets in η. Variables sensitive to the quark–gluon jet separation are also
included, such as the width of the small-R jets (w) [156], and the number of tracks associated with the
jets (njet

tracks). The number of track jets nj,track and the number of additional small-R jets other than the
Vhad jets and tagging-jets nj,extr are also found to be useful for the BDTs. In the 1-lepton channel, the
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pseudorapidity of the lepton (ηℓ) is also considered.

In order to quantify which variable has affected BDT outputs the most, those are ranked by that impor-
tance, variable importance which is defined as how often the variable used to split decision tree node by
weighting the separation gain-squared and the number of events on each node. The ranks are displayed
in Table 6.10. For both the resolved and merged regions, the kinematical variables related to the forward
jet pair and the central diboson system are highly ranked. That is expected because those kinematics
reflect the most significant differences of the Feynman diagrams between the signal and backgrounds,
and those four-momenta can be measured with better resolutions than the other variables. One of the q/g
jets separation variable wtag,j1 is relatively highly ranked at resolved regions, which is guessed because
the resolved regions contain much V+jets backgrounds than the merged regions, and the second, third,
and fourth jets of V+jets events tend to be gluon jets since representative Feynman diagrams of V+jets
events contain only one quark.

In order to check the inputs having no large redundancies, linear correlation coefficients are evaluated
as shown in Appendix C. Basically, most of the pairs of variables have weak correlations, i.e. which
are worth inputting into the BDT. Several pairs of input variables have strong correlations, which are
quantitatively understood. The distributions of input variables of the BDTs are compared between the
observed data and MC simulations as shown in Appendix B. In general, each of them is found to be in
good agreement. Additionally, modelings of correlations between pairs of input variables are checked as
shown in Appendix C. Most of the correlations between pairs of input variables in the observed data are
reproduced by the MC simulations. Summarizing the above, The correlations between input variables
are well understood, and the input variables are well modeled by the MC simulations including those
correlations, hence, the machine learning approach introduced in this analysis is thought to be well
controlled.

6.4.3 Output Variables

The output BDT distributions for each channel are shown in Figures 6.9, 6.10, 6.11. Those range over
approximately between −1 to +1, and the signal purity monotonic increases at higher BDT output values.
The BDT outputs have much better discriminating power than that of a signal variable such as mVV ,
for example, the expected significance by a likelihood fit with BDT outputs is 2.5 standard deviations,
whereas that withmVV is 1.5 standard deviations. Therefore, the approach to exploit the BDT algorithm
has a huge importance on this analysis.
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Table 6.10: Variables used in the BDT trainings in the resolved (left) and merged (right) categories
of each lepton channel analysis are shown. The numbers in cells represent the rankings by the variable
importance.

Variable
resolved

Variable
merged

0-lepton 1-lepton 2-lepton 0-lepton 1-lepton 2-lepton

m
tag
jj 1 – 2 m

tag
jj 1 – 1

∆η
tag
jj – – 9 ∆η

tag
jj – – 6

p
tag,j1
T 12 8 – p

tag,j2
T 5 3 8

p
tag,j2
T 10 11 8 mJ 3 – –

∆ηjj 8 9 4 D
(β=1)
2 7 – 4

p
j1
T 13 – – Emiss

T 2 – –
p
j2
T 4 2 5 ∆ϕ(E⃗miss

T , J) 4 – –
wj1 5 7 7 ηℓ – 4 –
wj2 7 5 6 nj,track 6 – –
n
j1
tracks – 12 14 ζV – 2 2
n
j2
tracks – 15 16 mVV – – 3
wtag,j1 6 6 1 pVVT – – 5
wtag,j2 9 13 12 mVVjj – 1 –
n

tag,j1
tracks – 14 15 p

VVjj
T – – 7

n
tag,j2
tracks – 16 11 wtag,j1 8 – –
nj,track 11 – 3 wtag,j2 9 – –
nj,extr 3 – –
Emiss

T 2 – –
ηℓ – 3 –
∆R(ℓ, ν) – 10 –
ζV – 4 10
mVV – – 13
mVVjj – 1 –
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Fig. 6.9: BDT response distributions in the 0-lepton SRs, merged HP (top left), merged LP (top right)
and resolved (bottom) are shown.
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Fig. 6.10: BDT response distributions in the 1-lepton SRs, merged HP (top left), merged LP (top right)
and resolved (bottom) are shown.
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Fig. 6.11: BDT response distributions in the 2-lepton SRs, merged HP (top left), merged LP (top right)
and resolved (bottom). are shown.
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6.5 Background Modeling and Estimation

Background templates for statistical tests are made by the MC simulations except for the QCD dijet
background estimation as described in Section 6.2. This section describes dedicated corrections for
V+ jets samples and QCD multijet estimation method in Sections 6.5.1 and 6.5.2, respectively. An
estimation way for the interference between QCDVVjj and EWVVjj is also shown in Section 6.5.3.

6.5.1 V+ jets background

There is a known issue related to modeling of mtag
jj distribution in SHERPA2.2.1 which overshoots the

observed data as shown in Figure 6.12. Authors of SHERPA suspect that it presumably relies on the
tuning of QCD parameters, therefore, it is planned to retune in the next version of SHERPA, SHERPA2.7.
However, the releasing takes considerable time, hence, in-situ mtag

jj shape corrections are performed in
this analysis as shown below.
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Fig. 6.12: Comparisons of mtag
jj distributions between the observed data and SHERPA2.2.1 or MAD-

GRAPH5 aMC@NLO v2.3.2 at merged WCR region except for the mtag
jj cut. The prediction of MAD-

GRAPH5 aMC@NLO performs better modeling than that of SHERPA2.2.1, however, it have been gen-
erated much fewer statistics in timescale of this analysis, SHERPA2.2.1 has been chosen as the nominal
sample.

The correction goes as follows, a fit is performed to a ratio of the observed data to the MC simulations
for mtag

jj after normalizing its scale at each 1-lepton WCR for W+ jets and the 2-lepton ZCR for Z+ jets
by a linear function, and it is applied to each W+ jets and Z+ jets SHERPA sample as an event-by-event
weight with respect to mtag

jj . Distributions for Non-V+ jets MC simulated samples are subtracted from
the distribution for the observed data to obtain pure V+ jets event shapes. The number of events for
non-V+ jets MC is at most 10%. The same reweighting functions are applied to the 0-lepton channel.
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However, deviations are found in VCR of the 0-lepton channel after reweighting due to phase-space
differences between the 0- and 1- or 2-lepton channels caused by different event selections. An additional
reweighting is applied only for the 0-lepton channel (c(mtag

jj )) which is a ratio of the 1- or 2-lepton
channel to the 0-lepton channel on themtag

jj distributions. The total weight represents as

w(m
tag
jj ) =

Ndata −Nnon-W+ jetsMC

NW+ jetsMC × c(mtag
jj ), (6.5)

c(m
tag
jj ) = N

1lep(2lep)
W+ jets(Z+ jets)MC/N

0lep

W+ jets(Z+ jets)MC, (6.6)

where NX stands for the number of events for the X sample, non-W+ jetsMC denotes the sum of the
MC simulated samples other than the V+ jets sample.

The correction factor measurements are performed at subdivided WCR and ZCR by additional mVhad

binnings, mVhad = 50, 60, 70 and 100, 150, 200, 300 GeV in order to account for mVhad dependences
on themtag

jj mismodelings. The correction factor estimations for representativemVhad subdivided WCR
regions are shown in Figure 6.13.
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Fig. 6.13: Fits of mtag
jj slope at a particular mVhad bin of the resolved (left) and merged (right) WCR

are shown.

The measured correction factors (w(mtag
jj )) are obtained by interpolating to the SR mass window (mVhad ∼

[70, 100] GeV) by the linear fittings as shown in Figure 6.14. The correction factors commonly used in
this study are summarized in Table 6.11.

Sanity checks by comparing distributions between the observed data and the SHERPA samples after
applying the correction factors are performed as shown in Figure 6.15. Distributions are consistent with
the observed data after applying correction factors, which indicate that the reweighting functions are
correctly estimated in the regions.

Figure 6.16 shows themtag
jj correction weights as a function ofmtag

jj for theW+jets and Z+jets processes
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Fig. 6.14: Constants (top) and slopes (bottom) of the reweighting functions as a function of mVhad

for resolved (left), for merged (right) regions are shown. The red band represents the 68% confidence
interval of the linear fit. Regions surrounded by the blue lines roughly correspond to the SR, and the
constants and slops at the center of those blue lines are used for themtag

jj reweighting.

Table 6.11: A summary of coefficients for the estimated mtag
jj reweighting functions for the W+ jets

process is shown.

W+ jets Z+ jets
Resolved Merged Resolved Merged

p0 (constant) 1.10(4) 1.10(2) 1.17(7) 1.17(4)
p1 (slope) [GeV−1] −2.1× 10−4(2) −1.9× 10−4(3) −2.50× 10−4(6) −2.7× 10−4(2)

Table 6.12: A summary of coefficients for the estimated additionalmtag
jj reweighting functions (c(mtag

jj ))
for theW+ jets and Z+ jets processes is shown.

W+ jets Z+ jets
Resolved Merged Resolved Merged

p0 (constant) 0.77(5) 0.79(7) 0.82(4) 0.75(4)
p1 (slope) [GeV−1] 2.6× 10−4(5) 2.3× 10−4(6) 1.9× 10−4(3) 3.0× 10−4(4)
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Fig. 6.15: The mtag

jj distributions before and after mtag
jj reweighting for the resolved WCR (left) and

merged WCR (right) are shown. The histograms for the observed data are subtracted by distributions for
the MC simulations other than theW+jets sample.

for the merged and resolved regions. The uncertainty band includes only the statistical uncertainty deter-
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Fig. 6.16: m
tag
jj ccorrection weights as a function of mtag

jj for the W+ jets and Z+ jets processes in the
merged and resolved regions are shown. The uncertainty band includes only the statistical uncertainty
determined from the fit. For the illustration, the uncertainties in a pair of parameters are correlated 100%
positively.

mined from the fit. All of the reweighting functions are consistent within the uncertainty, which implies
that the mismodeling does not depend on pT of Vhad. To be conservative, the differences between mtag

jj

distributions before and after the reweighting are taken as a 1σ of the systematic uncertainty.
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6.5.2 QCD multijet background

While the V+ jets process after the mjj reweighting and the tt̄ process are well modeled in the MC
simulations, the QCD multijet processes, which could contribute to the SRs due to leptons produced in
and after the hadronization or misidentified leptons referred to as fake, are not well described by the MC
simulations in terms of a scale nor shape. The fake mainly arises from two origins, a first fake is from
a pair creation from γ, which dominates high pT electron fakes. A second fake is due to semileptonic
decay of heavy flavor in jets, which dominates low pT muon fakes. Schematic diagrams for those fakes
are illustrated in Figure 6.17.

 4

 γ

 e+

 e−  μ+
 soft jets

 νμ

 B± ,0, D± ,0, , ,

Fig. 6.17: . A schematic diagram of a representative electron fake is shown in the left. Asymmetric
decay of γ cannot be reduced by the electron isolation cut, hence it can fake an electron. A schematic
diagram of a representative muon fake is shown in the right. B and D mesons that produced from b−
and c-quarks arising from the fragmentation can decay leptonically. This is the main source of µ fakes.

The multijet background in the 1-lepton resolved region is estimated by the observed data using a fake
factor method. The multijet background in the 0-lepton channel is suppressed using multijet removal
cuts (Section 6.3), and in the 2-lepton analysis, the contribution from multijet is found to be negligible.

Fake Factor Method

The fake factor method derives fake factors by conceptually the same as the ABCD method. The regions
correspond to ABCD are determined by the number of jets and the identification or isolation requirement
for the lepton. Dedicated single jet control regions are defined, which are required to be only one jet
in the events, but the other selections are the same as the SRs. Each region is then further divided into
two subregions, CRsingle jet and CRinv

single jet with the different lepton identification or isolation criterion
as shown in Table 6.13. For the definitions of CRsingle jet and CRinv

single jet for the muon channel at the
pT (µν) < 150 GeV region, muon triggers listed in Table 6.4 which require isolation requirements are
applied the same as SRs. The isolation requirement for the region is tightened to prevent bias by those
triggers. For the pT (µν) > 150 GeV region is using EmissT trigger, the isolation bias is not a concern.
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Table 6.13: Identification and isolation requirements for the single jet control regions are shown. The
electron identification categories, TightLH and MediumLH, and the muon isolation variable piso

T,var have
already been explained in Sections 4.3 and 4.4, respectively.

CR
sig
single jet CRinv

single jet

electron pass TightLH pass MediumLH and fail TightLH
muon (pT (lν) > 150 GeV) piso

T,var/pT < 0.06 0.06 < piso
T,var/pT < 0.15

muon (pT (lν) < 150 GeV) piso
T,var/pT < 0.06 0.06 < piso

T,var/pT < 0.07

A fake factor is defined as

f =
Nevent(CR

sig
single jet)

Nevent(CR
inv
single jet)

, (6.7)

where Nevent(X) stands for the number of events in a X region.

Fake rates have the dependence on lepton η and pT , thus the fake factors are derived with the binning
as shown in Table 6.14. Additional binnings on Emiss

T are applied for the electron channel because of

Table 6.14: Binnings for each electron and muon channel for evaluating fake factors are summarized.

channel pT [GeV] |η| Emiss
T [GeV]

electron 27-115 0, 60, 75, ∞
115-135 0, 1.37, 1.52, 2.47 0, 38, 52, ∞
135-155 0, 26, 43, ∞
155-190 0, 25, 45, ∞

190,300,400,600,∞ inclusive inclusive

muon 27, 42, 59, 76, 99, ∞ 0, 1.05, 1.5, 2.5 inclusive

dependencies on the fake factors for the Emiss
T are observed. For the muon channel, a fake factor is

estimated in two different regions with pT (µν) < 150 GeV and pT (µν) > 150 GeV to account for the
different isolation requirements. In order to remove non-multijet contributions, electroweak events in
the CRinv

single jet region are subtracted by using the MC simulations. Evaluated fake factors are shown as a
function of lepton pT in Figure 6.18 for the region of pT (lν) > 150 GeV.

Validity of the estimation is checked at a validation region (VR) required to be the leading jet pT smaller
than 40 GeV (the SR requires greater than 40 GeV) and loosen Emiss

T cut greater than 30GeV (the SRs
requires Emiss

T > 80 GeV) as shown in Figure 6.19. As expected, electron fakes are populated at high
pT, whereas muon fakes are populated low pT. Overall, the estimated multijet background and the
other backgrounds reproduce the observed data at the VR. The considerable discrepancies arise from the
fewer statistics can be covered by systematic uncertainties, and it is found to be negligible impact to this
measurement.
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Fig. 6.18: Fake factors for the electron (left) and muon (right) channels. The bin numbers correspond to
the binning defined in Table 6.14 by the ascending order.
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Fig. 6.19: Distributions of lepton pT (top left) and BDT output (top right) for the electron channel, and
lepton pT (bottom left) and BDT output (bottom right) for the muon channel at the VR. The systematic
uncertainties shown in Section 6.7.2 are not displayed in these plots. The gray histograms (labeled
dataFF) represents the estimated multijet background by the fake factor method. The sum of predictions
are approximately compatible with the observed data.
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6.5.3 Interference between QCDVVjj and EWVVjj

The common final state between QCDVVjj and EWVVjj processes implies that the existence of interfer-
ence which is the cross term of the matrix element. The matrix element squared |M|2 for the VVjj final
state at the LO is given by

|M|2 = |MEW +MQCD|
2 = |MEW |2 + |MQCD|

2 + 2× Re(MEW ·M∗
QCD), (6.8)

where |MEW |2 is the amplitude of the EWVVjj with the eighth order of electroweak coupling constant
α referred to as EWK, |MQCD|

2 is the amplitude of the QCDVVjj with the fourth-order of α and fourth-
order of QCD coupling constant αs referred to as QCD, and Re(MEW ·M∗

QCD) is the amplitude of the
interference term between those referred to as INT. The INT term is estimated in the dedicated MC sim-
ulations which include the INT term only generated by the MADGRAPH5 aMC@NLO event generator
the same as signal production. The detector simulation is not considered in this estimation to reduce
computation time. The cross-sections evaluated the simulations are summarized in Table 6.15, and the
relative contributions of the INT term compared to the EWK term are found to be around O(1)%. This
contribution is sufficiently small, thus the INT term is included as a systematic uncertainty associated
with the signal prediction.

Table 6.15: Total cross-sections for each final state. σQCD, σEWK, and σINT stand for cross-sections for
QCDVVjj,EWVVjj, and interference term, respectively.

Final state σQCD [pb] σEWK [pb] σINT [pb]

WW → lvqq 211.4 1.75 -0.20
WZ→ lvqq 2.90 0.24 0.0045
WZ→ vvqq 1.92 0.14 0.0046
WZ→ llqq 0.533 0.041 0.0015
ZZ→ vvqq 0.810 0.031 0.00096
ZZ→ llqq 0.223 0.0092 0.00032

Figure 6.20 shows mtag
jj distributions of the INT term and the EWK term, for each VVjj production

process after fiducial selection at the truth level which described in Section 6.6. The ratio plots show
the relative contribution of the INT term, (NINT + NEWK)/NEWK, as a function of mtag

jj . The largest
impact on the signal prediction is found to be at most 6% in the resolved regions and at most about 10%
in the merged regions. The ratio (NINT +NEWK)/NEWK as a function ofmtag

jj is then used as systematic
uncertainty associated with the signal prediction for each VVjj production process in this study.
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Fig. 6.20: mtag
jj distributions for the EWK process (solid line) and the INT term (dashed line) for the

resolved (left), and the merged (right) regions. The first row is for the ννqq final state, and the second
row is for the ℓνqq final state, and the third row is for the ℓℓqq final state. Fiducial event selections as
described in Section 6.6 are applied. In the ratio plots beneath, the black line shows the interpolation of
(NINT +NEWK)/NEWK as a function ofmtag

jj .
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6.6 Fiducial Volume Definition and Measurement Procedure

Besides the search for the EWVVjj processes, a measurement of cross-section in a particular fiducial
volume is performed simultaneously. Section 6.6.1 presents definitions of the fiducial volume where
the cross-section measurement performed. The methodology of this measurement is introduced in Sec-
tion 6.6.2.

6.6.1 Fiducial Volume Definition

The fiducial volume of this measurement is defined by using stable final state particles8). Leptons pro-
duced in the decay of a hadron or its descendants are not considered in the charged lepton requirement
of the fiducial volume. The fiducial selection is summarized in Table 6.16 and details are given below.

A charged lepton is required to have pT > 7 GeV and |η| < 2.5. Jets are formed from all final state
particles except prompt9) leptons, prompt neutrinos, and prompt photons using the anti-kt algorithm. A
small-R jet is required to satisfy pT > 20 GeV for |η| < 2.5 or pT > 30 GeV for 2.5 < |η| < 4.5. Jets
within ∆R(j, e/µ) = 0.2 are rejected. Jets containing a b-hadron identified by the MC event record are
labeled as b-jets. A large-R jet is required to be with pT > 200 GeV and at |η| < 2.0, and those are
groomed by the trimming algorithm as for reconstruction level algorithm described in Section 5.1.1. No
D2 requirement is applied to large-R jets.The selections of hadronically decaying bosons and tagging-jets
follow the same steps and applies the same criteria for reconstruction level as shown in Table 6.16. The
number of leptons is required to be zero, one, and two for the 0-, 1-, and 2-lepton channels, respectively.
Events having any leptons more than the above are vetoed. For the 0-lepton channel, the transverse
momentum of the neutrino system corresponding to the Emiss

T is imposed on pννT > 200 GeV. For the
1-lepton channel, a lepton is required to be pT > 27 GeV, and events are required to have pνT > 80 GeV
and excluding any b-jets. For the 2-lepton channel, the leading (subleading) lepton is required to be
pT > 28 (20) GeV, and the invariant mass of the lepton pair is required to be within 83 < mℓℓ < 99 GeV.

The predicted cross-section for EWVVjj is calculated in the fiducial volume as shown in Table 6.17. The
contribution of each process to each fiducial volume is summarized in Table 6.18.

6.6.2 Cross-Section Measurement Procedure

The evaluation of the fiducial cross-section is performed by scaling the measured signal-strength µ de-
fined as

µ =
(σEWVVjj × BR(VV → semileptonic))obs
(σEWVVjj × BR(VV → semileptonic))SM

, (6.9)

where σEWVVjj and BR(VV → semileptonic) stand for the cross-section for the EWVVjj processes and
the branching fraction for the semileptonic decay of VV , obs and SM denote observed and standard

8)Particles having lifetime τ in the laboratory frame as cτ > 10 mm. More details are described in Reference [157].
9)Outgoing particles of a Feynman diagram
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Table 6.16: Fiducial volume definitions used for the measurement of the EWVVjj processes are shown.

Object selection

Leptons pT > 7 GeV, |η| < 2.5
Small-R jets pT > 20 GeV if |η| < 2.5, and pT > 30 GeV if 2.5 < |η| < 4.5

Large-R jets pT > 200 GeV, |η| < 2.0

Event selection

Leptonic V

0-lepton Zero leptons, pννT > 200 GeV
1-lepton One lepton with pT > 27 GeV, pνT > 80 GeV

2-lepton
Two leptons, with leading (subleading) lepton pT > 28 (20) GeV

83 < mℓℓ < 99 GeV

Hadronic V

Merged
One large-R jet with the minimum of min(|mJ −mW |, |mJ −mZ|)

64 < mJ < 106 GeV

Resolved
Two small-R jets with the minimum of min(|mjj −mW |, |mjj −mZ|)

p
j1
T >40 GeV, pj2T >20 GeV
64 < mjj < 106 GeV

Tagging-jets
Two small-R non-b jets with the highestmtag

jj satisfying with ηtag,j1 · ηtag,j2 < 0

m
tag
jj > 400 GeV, ptag,j1,2

T > 30 GeV

Number of b-jets

0-lepton –
1-lepton 0
2-lepton –

Table 6.17: Summary of predicted fiducial cross-sections in six fiducial categories. The unit of values is
in fb.

σfid,SM
EWVVjj 0-lepton 1-lepton 2-lepton

Resolved 9.22± 0.18 16.37± 0.35 6.01± 0.03
Merged 4.1± 0.13 6.08± 0.48 1.2± 0.06

Total
13.32± 0.22 22.45± 0.41 7.21± 0.03

42.98± 0.46

Table 6.18: Predicted contributions of six different samples in six fiducial categories.

Channels ZZllqq ZZvvqq ZWllqq ZWvvqq WZlvqq WWlvqq

0-lepton Merged 0 13.6% 0 26.6% 13.0% 46.7%
1-lepton Merged 0.42% 0 0.93% 0 20.3% 78.4%
2-lepton Merged 30.7% 0 69.3% 0 0 0
0-lepton Resolved 0 14.3% 0 31.0% 12.0% 42.6%
1-lepton Resolved 0.09% 0 0.45% 0 17.5% 81.9%
2-lepton Resolved 27.9% 0 72.1% 0 0 0
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model expectation quantities, respectively.

Then, the fiducial cross-section is evaluated:

σfid,obs
EWVVjj = µ

obs
EWVVjj · σfid,SM

EWVVjj, (6.10)

where σfid,SM
EWVVjj is the expected fiducial cross-section in the region, µobs

EWVVjj will be obtained in Sec-
tion 6.8.

This simple projection works on the assumption that there is no new physics effect that could bring
sizable kinematic changes in both the background and signal. Hence, the new physics signals leading to
an enhancement for EWVVjj signal-strength can be observed in this method in an unbiased way.

6.7 Systematic Uncertainties

This section describes the systematic uncertainties considered in this study. Uncertainties are categorized
into three parts, uncertainties related to signals, backgrounds, and the experiment. Each of them is
explained in the following subsections, Sections 6.7.1, 6.7.2, and 6.7.3, respectively.

6.7.1 Systematic Uncertainties in Signal Prediction

The following uncertainties are considered as signal prediction uncertainties:

1. Parton Distribution Function (PDF),

2. Parton shower modeling,

3. ISR/FSR modeling,

4. Interference between EWVVjj and QCDVVjj.

The signal modeling uncertainty in the PDF is estimated by using the uncertainties associated with the
NNPDF23LO set and the acceptance difference with alternative PDF sets: CT10 and MMHT2014LO.
Those uncertainties are adding in quadrature, and the PDF uncertainty is estimated to be 3–5% depending
on the SRs and CRs. The parton shower uncertainty is estimated by varying relevant parameters in
the A14-NNPDF tune [105] in the PYTHIA, which ranges around 1-5%. The effect of the QCD scale
uncertainty is estimated by varying the factorization (µF) and renormalization scales (µR) independently
by a factor of two with the constraint 0.5 ≤ µF/µR ≤ 2, which is approximately 1-3%, A summary of
the magnitude of uncertainties above is shown in Table 6.19. Also, Both the shape and scale for the INT
term evaluated in Section 6.5 are included as an uncertainty.
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Table 6.19: A summary of uncertainties associated with the signal prediction in the six fiducial categories
is shown.

Channels QCD-scale PDF choice Parton shower model

0-lepton Merged 1.83% 4.58% 4.09%
1-lepton Merged 3.23% 5.62% 6.01%
2-lepton Merged 1.75% 4.34% 2.30%
0-lepton Resolved 1.47% 4.96% 3.38%
1-lepton Resolved 1.60% 5.25% 2.34%
2-lepton Resolved 2.44% 5.37% 2.46%

6.7.2 Systematic Uncertainties in Background Prediction

The overall normalization factors are determined by the VCR and TopCR for V+ jets and tt̄ processes,
respectively. Thus only systematic uncertainties related to shapes of the final discriminant (mtag

jj or BDT)
are taken into account for those. Backgrounds that have no pure CR, the diboson and single-t processes
are considered both shape and scale uncertainties.

V+ jets: The mtag
jj reweighting systematic uncertainty introduced in Section 6.5.1 has the largest impact

on this study. A subdominant uncertainty is a matrix element and a parton shower variation estimated
by comparing between the nominal event generator of SHERPA and an alternative event generator of
MADGRAPH5 aMC@NLO. The mtag

jj reweighting is applied to SHERPA samples only in the evaluation
of the systematic uncertainties. Other uncertainties, QCD-scale, parton shower model, and PDF choice
are found to be negligible in this measurement. Additional normalization uncertainty for V+ jets in the
0-lepton channel is considered to take into account for the acceptance difference between the 0- and 1-(2-
)lepton channels because there is no pure V+ jets control region in the 0-lepton channel. The additional
uncertainty is estimated using the ratio of the event yield in each signal region of the 0-lepton channel to
that in the 1-(2-)lepton channel, and by comparing this ratio obtained from the nominal MC simulation
(SHERPA) with the ratio from an alternative sample (MADGRAPH5 aMC@NLO). The uncertainties are
estimated as 8% (14%) for the W+ jets process in the merged (resolved) signal region, and 22% (42%)
for the Z+ jets process in the merged (resolved) region.

tt̄: Shape difference given by matrix element is derived by comparing predictions between the nomi-
nal event generator of POWHEG-BOX and an alternative event generator of MADGRAPH5 aMC@NLO
2.2.2, a parton shower variation is evaluated by comparing nominal sample PYTHIA 6.428 using the
P2012 tune to HERWIG++ 2.7.1 using the UEEE5 underlying-event tune [56]. Also, additional uncer-
tainties derived by the factorization and renormalization scales doubled or halved samples are considered.
Those uncertainties are estimated as 5-30% in total.

diboson: A normalization uncertainty for the QCD scale is estimated by varying the factorization and
renormalization scales from one-half to two with the constraint 0.5 ≤ µF/µR ≤ 2. The PDF uncer-
tainty is evaluated from the uncertainties associated with the nominal PDF set NNPDF30NNLO, also
including the differences to alternative PDF sets, CT10NNLO [158] and MMHT2014NNLO [159].
The normalization uncertainty for diboson normalization is around 30% in total. A shape uncertainty is
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estimated by comparing samples generated by the nominal event generator of SHERPA and an alternative
event generator of POWHEG-BOX. The uncertainty is estimated as 2-30%.

single-top: A normalization uncertainty is assigned 20% to this background estimated by Reference [160].
Due to its tiny fraction, shape uncertainty is ignored.

multijet: Two uncertainties associated with the fake factor method are considered. A first uncertainty
is for the electroweak subtraction. The twice of the electroweak subtraction factor is conservatively
assigned as the uncertainty. A second uncertainty is a difference in other electron or muon identification
working points in the calculation of the Emiss

T reconstruction.

All of the above uncertainties and those inverses are considered as +1 σ and −1σ in the likelihood fits
introduced in Section 6.8.

6.7.3 Experimental Systematic Uncertainties

Luminosity uncertainty measured by the LUCID [66] is 2.1% for the sum of 2015 and 2016 datasets.
This uncertainty is applied to both signals and backgrounds whose normalization factors relied on MC
simulations.

All the lepton trigger efficiencies are almost 100%, therefore, those uncertainties are negligible. Model-
ings of the electron and muon reconstruction, identification, and isolation efficiencies are studied with a
tag-and-probe method using Z→ ll events in the observed data and MC simulations at

√
s = 13 TeV as

shown in Sections 4.3.3 and 4.4.3. Small corrections are applied to MC simulations associated with the
1% order of uncertainty in both the energy scale and resolution.

Uncertainties in a small-R jet are estimated by in-situ techniques as described in Section 4.5.2. For
central jets (|η| < 2.0), the total uncertainty in the jet energy scale ranges from about 6% for jets with
pT = 25 GeV, to about 2% for jets with a pT of 1 TeV. An uncertainty in the jet energy resolution
is 10-20% for jets with a pT = 20 GeV to less than 5% for jet with pT > 200 GeV. Leptons and
jets uncertainties are propagated to uncertainty in Emiss

T including jet soft term. b-tagging uncertainties
derived in-situ way by tt̄ events mainly, an uncertainty in the difference between tagging efficiency
measured on the observed data and the MC simulations as described in Section 4.5.3.

Uncertainties in a large-R jet are derived by the rtrk double ratio method described in Section 5.1.3
and Reference [107]. uncertainties in pT, mass, and D2 have considerable impacts on this study. The
magnitudes are the order of 2-5%. Resolution uncertainties in pT, mass, and D2 assigned to be 20%,
20%, and 15%, respectively. Those values are not measured and are thought to be well conservative from
several aspects [161].
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6.8 Statistical Analysis and Interpretation

This section represents the statistical setup for the extraction of signal-strength and standard deviation
against the null-hypothesis. The statistical interpretation relies on the profile likelihood test statistic [162]
which implemented with the RooFit [163] and RooStats [164] packages.

6.8.1 Methodology

The likelihood function is given by

L(µ, ν⃗, θ⃗) =

 ∏
ni∈bins

P(ni|µ, ν⃗, s⃗(θ⃗), b⃗(θ⃗))

× G(θ⃗|θ⃗0), (6.11)

P(ni|µ, ν⃗, s⃗(θ⃗), b⃗(θ⃗)) =

(
µsi(θ⃗) +

∑
k∈bkgs νkbki(θ⃗)

)ni

ni!
e−(−µsi(θ⃗)−

∑
k∈bkgs νkbki(θ⃗)), (6.12)

where µ and νk are the freely adjustable normalization factors for the signal and the k-th background,
respectively. νk for the backgrounds not having dedicated control region (QCDVVjj, single top) are fixed
to unity. θi represents each systematic uncertainty, and those initial values are set at θ⃗0. si and bki are
the expected numbers of signal and k-th background events in certain i-th bin. G(θ⃗|θ⃗0) is a constraint
term for systematic uncertainties given by the Gaussian distribution on the nuisance parameters with a
unity of expected value and with 1σ of uncertainty as to the standard deviation. θ and ν are referred to
as nuisance parameters (NP).

The parameter of interest that this likelihood fit focuses on is signal-strength µ which has already been
defined in Equation 6.9. A test statistic used to perform the hypothesis test is the log-likelihood ratio:

t = −2 lnΛ = −2 ln

L(µ, ⃗̂̂ν, ⃗̂̂θ)
L(µ̂, ⃗̂ν, ⃗̂θ)

. (6.13)

The numerator stands for the conditional likelihood estimator, which is maximized with all the parame-

ters varied including µ, and corresponding nuisance parameters are represented as ⃗̂̂ν,
⃗̂̂
θ. The enumerator

stands for the unconditional likelihood estimator, which is maximization without the fixed value of µ,
and corresponding the signal-strength and nuisance parameters are represented as µ̂, ⃗̂ν, ⃗̂θ. After each
maximization, nuisance parameters are fixed at a certain value, this is referred to as profiled.

The compatibility between a hypothesis and the observed dataset with tobs is evaluated by p-value or Z
standard deviation (with a unit of σ), which are calculated by the distribution of the t as follows,

p =

∫∞
tobs

f(t|µ)dt, (6.14)

Z = Φ−1(1− p), (6.15)

where Φ−1 is the inverse of the cumulative distribution of the Gaussian distribution. A given alter-

123



6.8. STATISTICAL ANALYSIS AND INTERPRETATION

native hypothesis is excluded if the p-value is sufficiently small, or Z [σ] is sufficiently higher. The
3 σ corresponds to 99.7% is the typical value in which physicists claim evidence of alternative hy-
pothesis. One undesirable feature of the p-value is that alternative hypothesis: H0, µ ̸= 0 is excluded
even if null hypothesis: H0, µ = 0 is excluded. To deal with this issue, CLs+b and CLb are defined
which are p-value under the alternative hypothesis and p-value under null hypothesis, respectively. The
CLs = CLs+b/CLb [165] is used as an alternative metric. CLs cannot be small when the experimental
dataset does not exclude an alternative hypothesis nor a null hypothesis.

In this study, a null-hypothesis is equivalent to standard model prediction except for the EWVVjj con-
tribution, an alternative hypothesis is the full SM prediction. The definition of CLs is used to claim the
existence of the EWVVjj processes. Obtained µobs is translated to the fiducial cross-section measurement
as explained in Section 6.6.

The distribution of the t can be estimated by the toy-simulation or asymptotic formulas [166]. The
asymptotic formulas are adopted in this analysis due to its low computational intensity.

From the result of Reference [167], the test statistics t distributed as

tµ =
(µ− µ̂)2

σ2
+ O(1/

√
N), (6.16)

where µ̂ follows a Gaussian distribution with a mean as µ ′ and standard deviation as σ, N is the size of
the data sample. The µ̂ and σ can be estimated by using the covariance matrix of the likelihood function
parameters (µ, ν⃗, θ⃗). The second term of Equation 6.16 can be neglected under the assumption of large
sample size, in which case the inverse of the covariance matrix is written as

V−1
ij = −E

[
∂2 lnL
∂θi∂θj

]
. (6.17)

σ and µ̂ can be obtained by the covariance matrix.

6.8.2 Setup

All CRs and SRs are fitted simultaneously with the discriminators for each region as summarized in
Table 6.20. In the VCRs,mtag

jj are used in order to constrain themtag
jj reweighting systematic uncertainty

which makes the largest impact on this analysis. Since the tt̄ MC simulations describe the observed
data well in the regions of this analysis, the TopCR is not binned by any variables to avoid complexity.
The binnings of the discriminators are optimized to maximize significance with a constraint on those
statistical uncertainties not to exceed 5% without consideration of systematic uncertainties.

All systematic uncertainties explained in Section 6.7 are included in the likelihood fit as nuisance pa-
rameters (θ⃗). Summaries of normalization factors and shape systematic uncertainties are shown in Ap-
pendix D. The normalization factors for each background component are divided into two by resolved
and merged so as to absorb different degrees of cross-section discrepancies between expectations and the
observed data in the Vhad momentum.

124



6.9. RESULTS

Table 6.20: The distributions used in the likelihood fit for the signal regions and control regions for all
the categories in each channel. “One bin” denotes that a single bin without any shape information is used
in the corresponding fit region.

Region
Discriminant

Merged high-purity Merged low-purity Resolved

0-lepton
SR BDT BDT BDT
VjjCR m

tag
jj m

tag
jj m

tag
jj

1-lepton
SR BDT BDT BDT
WCR m

tag
jj m

tag
jj m

tag
jj

TopCR One bin One bin One bin

2-lepton
SR BDT BDT BDT
ZCR m

tag
jj m

tag
jj m

tag
jj

6.9 Results

This section describes the results of the likelihood fit introduced in the previous section. The validity of
the fit is confirmed by several aspects; the expected event yields are compared with the observed ones in
Section 6.9.1;mtag

jj distributions after the fit discussed in Section 6.9.2; BDT output distributions after the
fit discussed in Section 6.9.3; BDT input distributions after the fit discussed in Section 6.9.4; nuisance
parameter pulls, constraints, and correlations in Section 6.9.5; and impacts of nuisance parameters on
the signal-strength in Section 6.9.6. At the end of the chapter, the extracted signal-strength and fiducial
cross-sections are disclosed in Section 6.9.7.

6.9.1 Event Yields

The numbers of observed and estimated events in the SRs are summarized in Table 6.21. The most
significant backgrounds are the W/Z+jets, W+jets, and Z+jets processes for the 0-, 1-, 2-lepton chan-
nels, respectively. The tt̄ process is the second dominant background among leptonic channels. The
contributions from the diboson and single top productions are minor.

The numbers of observed and estimated events in the SRs and CRs are illustrated in Figure 6.21. All the
observed event yields in each region are compatible with the SM expectations. In most of the regions,
overall normalization factors for each background component are lower than unity. From a summary of
normalization factors after the fit as shown in Table 6.22, this tendency is turned out to be originated
from the V+jets and tt̄ processes. For the V+jets normalization factor, it is known that the predicted
V+ jets cross-sections are overestimated in the highmtag

jj and/or merged regions, the same observation is
reported in other analyses, for example in Reference [168]. The lower normalization factors for the tt̄
process are also expected by the same reason to the V+jets process10).

10)There is no clear reason for that, however, it might be accounted for the higher order QCD corrections or the difficulty of
the forward jet modelings.
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Table 6.21: Numbers of observed and predicted events for the signal and background processes in the
each 0-, 1-, 2-lepton signal region, obtained from signal-fits to the signal and control regions. The signal
yields are calculated after the fit with the observed signal-strength of 1.05 applied. The uncertainties
combine statistical and systematic contributions. Backgrounds that have negligible contributions are
ignored in this table. The – in 1-lepton channel represents no multijet estimation is considered in the
region. The fit constrains the background estimate towards the observed data, which reduces the total
background uncertainty by correlating those uncertainties from the individual backgrounds.

Channel Sample Resolved Merged HP Merged LP

0-lepton

Background

W + jets 9200± 1300 259± 27 582± 56
Z + jets 19 000± 1400 383± 29 955± 69
Top quarks 3280± 480 277± 28 276± 32
Diboson 720± 120 69± 12 68± 14

Total 32 100± 2000 988± 50 1881± 96

Signal

W(ℓν)W(qq ′) 56± 22 8.0± 3.2 5.4± 2.2
W(ℓν)Z(qq) 12.0± 4.7 2.1± 0.8 1.6± 0.6
Z(νν)W(qq ′) 66± 25 9.0± 3.5 7.4± 2.9
Z(νν)Z(qq) 27± 10 5.1± 2.0 3.1± 1.2

Total 161± 35 24.3± 5.2 17.5± 3.9

SM 32 300± 2000 1012± 50 1898± 96

Data 32 299 1002 1935

Channel Sample Resolved Merged HP Merged LP

1-lepton

Background

W + jets 69 100± 1900 1201± 65 2828± 97
Z + jets 2770± 370 39± 3 83± 6
Top quarks 7100± 1100 394± 56 422± 63
Diboson 2660± 600 163± 35 229± 57
Multijet 13 400± 1600 – –

Total 95 100± 2800 1797± 93 3560± 130

Signal

W(ℓν)W(qq ′) 330± 120 45± 17 34± 13
W(ℓν)Z(qq) 78± 29 11± 4 5± 2

Total 410± 130 57± 18 39± 13

SM 95 500± 2800 1854± 95 3600± 130

Data 95 366 1864 3571

Channel Sample Resolved Merged HP Merged LP

2-lepton

Background

Z + jets 37 090± 310 331± 14 775± 24
Top quarks 645± 99 5.8± 0.9 9.9± 2.7
Diboson 830± 170 34.6± 7.6 36.7± 8.2

Total 38 570± 370 371± 16 821± 25

Signal

Z(ℓℓ)W(qq ′) 138± 53 8.6± 3.3 7.0± 2.7
Z(ℓℓ)Z(qq) 46± 18 4.3± 1.7 2.9± 1.1

Total 185± 56 12.9± 3.7 9.8± 2.9

SM 38 760± 370 384± 17 831± 25

Data 38 734 371 810
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Table 6.22: A summary of normalization factors obtained from the fit to the observed data is shown.

Channel resolved merged

W+jets 0.93± 0.07 0.86± 0.06
Z+jets 0.93± 0.05 0.80± 0.04
tt̄ 0.67± 0.10 0.83± 0.01
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Fig. 6.21: Comparisons of the observed data and expected background event yields in each signal or
control region. The labels L0, L1, and L2 stand for the 0-, 1- and, 2-lepton channels, respectively. The
labels ‘HP SR’, ‘LP SR’, and ‘SR’ stand for the high-purity merged, low-purity merged and resolved
signal regions, respectively. The middle pane shows the ratios of the observed data to the post-fit signal
and background predictions. The bottom pane shows the ratios of the post-fit and pre-fit background
predictions.
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6.9.2 m
tag
jj Distributions at CR after Fitting

The scale and systematic uncertainties associated with the dominant background, the V+ jets process are
corrected and constrained at VjjCR, WCR, and ZCR for 0-, 1-, and 2-lepton channels. Figures 6.22, 6.23,
and 6.24 show the mtag

jj distributions after the fit. All the predicted distributions nicely agree with the
observed data, which represent that the V+ jets backgrounds are well controlled by the fit.

6.9.3 BDT Output Distributions st SR after Fitting

The most important distribution to extract the signal-strength is the BDT output at the SR because the
observed signal-strength is the most directly correlated to those plots. In order to guarantee the observed
signal-strength obtained by the likelihood fit, the observed distributions of the BDT outputs in SRs used
in the likelihood fit are compared with the predictions as shown in Figures 6.25, 6.26, and 6.27 for
the 0-, 1-, and the 2-lepton channels, respectively. The observed data distributions are well reproduced
by the predicted contributions from bins of low BDT output dominated background events to bins of
high BDT output dominated signal events. There are minor undershooting and overshooting in the last
bin of the BDT distribution for the merged HP signal region in the 1-lepton channel and several last
bins of the BDT distribution for the merged HP signal region in the 2-lepton channel, respectively.
Those tendencies are within statistical fluctuations and are reflected on the observed values of the signal-
strength discrepancy between three leptonic channels as shown in Section 6.9.7. The ratios of the post-fit
and pre-fit background predictions are generally flat, which implies that the nominal BDT shapes are
compatible with the observed data.

6.9.4 BDT Input Distributions at SR after Fitting

The likelihood fit was performed with BDT distributions at SRs and prediction, and the observed data
are compatible with predictions as shown in Section 6.9.3. However, it is possible that upper and lower
deviations for two different BDT input distributions after the likelihood fit are canceled in the BDT out-
put distributions. In this case, scales of background components might be misaligned and, consequently,
the observed signal-strength might be wrong. In order to check the modeling of BDT input distributions
after the likelihood fit, BDT input distributions for the predictions after the likelihood fit are compared
to the observed data. Figures 6.28, 6.29, and 6.30 show selected plots in signal regions of BDT inputs
that are most discriminating for each 0-, 1-, and 2-lepton channel. All other input distributions are shown
in Appendix B. Overall, predictions are fairly compatible with the observed data. The total uncertainty
shown as black shaded bands are much reduced by the fit, in particular, the total uncertainties in the
distributions of mtag

jj variable are at most less than 10%, whereas those are 50% before the fit. A slight
overshooting and undershooting of expectations are observed for themVVjj variable in the 1-lepton chan-
nel and pj2T in the 2-lepton channel, respectively. Those tendencies are within statistical fluctuations and
are reflected on those BDT outputs.
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Fig. 6.22: Comparisons of the observed data and expected background distributions ofmtag
jj of the side-

band control regions in the 0-lepton channel: (a) high-purity and (b) low-purity merged signal regions;
(c) the resolved signal region. The background contributions after the global likelihood fit are shown as
filled histograms. The signal is shown as a filled histogram on top of the fitted backgrounds normalized
to the signal yield extracted from the observed data (µ = 1.05), but it is not visible due to its small
contribution. The middle pane shows the ratios of the observed data to the post-fit signal and background
predictions. The uncertainty in the total prediction, shown as bands, combines statistical and systematic
contributions. The bottom pane shows the ratios of the post-fit and pre-fit background predictions.
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Fig. 6.23: Comparisons of the observed data and expected background distributions of mtag
jj of the

W+ jets control regions in the 1-lepton channel: (a) high-purity and (b) low-purity merged signal regions;
(c) the resolved signal region. The background contributions after the global likelihood fit are shown as
filled histograms. The signal is shown as a filled histogram on top of the fitted backgrounds normalized
to the signal yield extracted from the observed data (µ = 1.05), but it is not visible due to its small
contribution. The middle pane shows the ratios of the observed data to the post-fit signal and background
predictions. The uncertainty in the total prediction, shown as bands, combines statistical and systematic
contributions. The bottom pane shows the ratios of the post-fit and pre-fit background predictions.
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Fig. 6.24: Comparisons of the observed data and expected background distributions of mtag
jj of the

Z+ jets control regions in the 2-lepton channel: (a) high-purity and (b) low-purity merged signal regions;
(c) the resolved signal region. The background contributions after the global likelihood fit are shown as
filled histograms. The signal is shown as a filled histogram on top of the fitted backgrounds normalized
to the signal yield extracted from the observed data (µ = 1.05), but it is not visible due to its small
contribution. The middle pane shows the ratios of the observed data to the post-fit signal and background
predictions. The uncertainty in the total prediction, shown as bands, combines statistical and systematic
contributions. The bottom pane shows the ratios of the post-fit and pre-fit background predictions.
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Fig. 6.25: Comparisons of the observed data and expected distributions of the BDT outputs of the 0-
lepton channel signal regions: (a) high-purity and (b) low-purity merged signal regions; (c) the resolved
signal region. The background contributions after the likelihood fit are shown as filled histograms. The
signal is shown as a filled histogram on top of the fitted backgrounds normalized to the signal yield
extracted from the observed data (µ = 1.05), and unstacked as an unfilled histogram, scaled by the factor
of 30. The entries in overflow are included in the last bin. The middle pane shows the ratios of the
observed data to the post-fit signal and background predictions. The uncertainty in the total prediction,
shown as bands, combines statistical and systematic contributions. The bottom pane shows the ratios of
the post-fit and pre-fit background predictions.
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Fig. 6.26: Comparisons of the observed data and expected distributions of the BDT outputs of the 1-
lepton channel signal regions: (a) high-purity and (b) low-purity merged signal regions; (c) the resolved
signal region. The background contributions after the likelihood fit are shown as filled histograms. The
signal is shown as a filled histogram on top of the fitted backgrounds normalized to the signal yield
extracted from the observed data (µ = 1.05), and unstacked as an unfilled histogram, scaled by the factor
of 30. The entries in overflow are included in the last bin. The middle pane shows the ratios of the
observed data to the post-fit signal and background predictions. The uncertainty in the total prediction,
shown as bands, combines statistical and systematic contributions. The bottom pane shows the ratios of
the post-fit and pre-fit background predictions.
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Fig. 6.27: Comparisons of the observed data and expected distributions of the BDT outputs of the 2-
lepton channel signal regions: (a) high-purity and (b) low-purity merged signal regions; (c) the resolved
signal region. The background contributions after the likelihood fit are shown as filled histograms. The
signal is shown as a filled histogram on top of the fitted backgrounds normalized to the signal yield
extracted from the observed data (µ = 1.05), and unstacked as an unfilled histogram, scaled by the factor
of 30. The entries in overflow are included in the last bin. The middle pane shows the ratios of the
observed data to the post-fit signal and background predictions. The uncertainty in the total prediction,
shown as bands, combines statistical and systematic contributions. The bottom pane shows the ratios of
the post-fit and pre-fit background predictions.
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Fig. 6.28: The distributions for Emiss
T (left), mtag

jj (right), in the 0-lepton merged HP (top) and 0-lepton
resolved (bottom) signal regions. The background contributions after the likelihood fit are shown as filled
histograms. The signal is shown as a filled histogram on top of the fitted backgrounds normalized to the
signal yield extracted from the observed data (µ = 1.05), and unstacked as an unfilled histogram, scaled
by the factor of 30. The size of the combined statistical and systematic uncertainty for the sum of the
fitted signal and background is indicated by the hatched band. The middle pane shows the ratios of the
observed data to the post-fit signal and background predictions. The bottom pane shows the ratios of the
post-fit and pre-fit background predictions.
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Fig. 6.29: The distributions for mVVjj (left), ζV (top right), and pj2T (bottom right), in the 1-lepton
merged HP (top) and 1-lepton resolved (bottom) signal regions. The background contributions after the
likelihood fit are shown as filled histograms. The signal is shown as a filled histogram on top of the fitted
backgrounds normalized to the signal yield extracted from the observed data (µ = 1.05), and unstacked
as an unfilled histogram, scaled by the factor of 30. The size of the combined statistical and systematic
uncertainty for the sum of the fitted signal and background is indicated by the hatched band. The middle
pane shows the ratios of the observed data to the post-fit signal and background predictions. The bottom
pane shows the ratios of the post-fit and pre-fit background predictions.
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Fig. 6.30: The distributions for mtag
jj (top left), ζV (top right), and pj2T (bottom right), in the 2-lepton

merged HP (top) and 2-lepton resolved (bottom) signal regions. The background contributions after the
likelihood fit are shown as filled histograms. The signal is shown as a filled histogram on top of the fitted
backgrounds normalized to the signal yield extracted from the observed data (µ = 1.05), and unstacked
as an unfilled histogram, scaled by the factor of 30. The size of the combined statistical and systematic
uncertainty for the sum of the fitted signal and background is indicated by the hatched band. The middle
pane shows the ratios of the observed data to the post-fit signal and background predictions. The bottom
pane shows the ratios of the post-fit and pre-fit background predictions.
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6.9.5 Nuisance Parameter Pulls, Constraints, and Correlations

Although the BDT output and input distributions are compatible with the observed data as shown in
Sections 6.9.3 and 6.9.4, observed signal-strength might be wrong because of unreasonable nuisance
parameter pulls and constraints. The pulls defined as (θ̂−θ)/∆θ, where ∆θ represents the magnitude of
prior uncertainty, and θ and θ̂ denote pre- and post-fit nuisance parameters, respectively. The constraints
represent how much the prior uncertainties are constrained by the observed data by the fit. Figure 6.31
shows the pulls and constraints as black dots and error bars, respectively. If the prior nuisance parameters
are perfectly given, pulls for systematic uncertainty (normalization factor) and constraints are zero (unity)
and 1σ. Deviations from the zero (unity) of the pull for systematic uncertainty (normalization factor)
represent that the expectation does not describe the observed data well. Since the prior uncertainties are
evaluated in an inclusive phase-space in order to apply to arbitrary analyses, the uncertainty in particular
phase-space can be smaller. This leads to smaller constraints than 1σ.

All of the pulls are within 1σ of the prior uncertainties except for SysZjetNorm0LepMerged,
SysZjetNorm0LepResolved, and SysMET SoftTrk ResoPara. The first two ones are the
normalization uncertainties for Z+ jets in the 0-lepton channel to account for the phase-space differ-
ence between the 0-lepton and 2-lepton channels. The last one is the uncertainty associated with Emiss

T

soft term evaluation. These three nuisance parameters have small impacts on the signal-strength as shown
in Section 6.9.6, thus those do not twist the measurement of signal-strength at all. Another discrepancy
is observed in the nuisance parameter of SysVVNorm which is the normalization uncertainty for the
QCD induced diboson process. This nuisance parameter is pulled down by approximately 1σ by mainly
the 2-lepton channel where the diboson process is the second largest one. This overestimating is consis-
tently observed in one of the measurements of the VBS processes with WZ → lvll channel using the
same generator for the diboson process, thus this pull is most likely caused by mismodelings of the event
generator.

Understandings of correlation between nuisance parameters are also important because unexpected cor-
relations might be some clues to twisted fit results. A correlation matrix displayed correlations between
nuisance parameters from the fit with the observed data are shown in Figure 6.32. No unexpected corre-
lations are observed.

In summary, most of the nuisance parameters are not pulled nor constrained, and a few pulled and
constrained nuisance parameters are well understood or not worrisome, and no unexpected correlations
are observed, therefore, the likelihood fit performed in this analysis is thought to be surely valid.
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Fig. 6.31: Nuisance parameter pulls from the fit with the observed data are shown. Entries of normal-
ization factors (begin with nrom ) represent values of normalization factors and those errors as shown
in Figure 6.22.
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Fig. 6.32: A correlation matrix of nuisance parameters from the fit with the observed data is shown.
Only nuisance parameters which are greater than 20% are shown.

139



6.9. RESULTS

6.9.6 Impacts of Nuisance Parameters

In order to understand where a limitation to the precision of the signal-strength measurement comes from,
the impacts of systematic uncertainties on the measurement of the signal-strength after the fit are studied.
The relative uncertainties in the post-fit signal-strength value from the leading sources of systematic
uncertainty are shown in Figure 6.33. The systematic uncertainty having the largest impact is the mtag

jj

reweighting uncertainty for the Z+ jets process by approximately 13%, and the second and third impact
are the diboson background normalization and themtag

jj reweighting uncertainty for theW+ jets process,
respectively. The mtag

jj reweighting uncertainties are expected to be highly ranked because of those
very large prior uncertainties. Although those are highly ranked as both of them have impacts by more
than 100% on the pre-fit signal-strength value before the fit, both of them are well constrained by mtag

jj

distributions of VCR. The mtag
jj reweighting uncertainty for the Z+ jets process is larger than that of the

W+ jets process because the Z+ jets process has fewer statistics than the W+ jets process. Uncertainties
associated with the diboson process are also expected to be highly ranked because no dedicated CRs for
it are defined, and its shape is similar to the one of the signal. A summary of the impacts grouped by
similar ones is shown in Table 6.23. 1σ of the total uncertainty shifts signal-strength in approximately
40% and the one of the quadratic sum of systematic uncertainties shifts signal-strength by approximately
35%. This implies that the accuracy of this measurement is dominated by systematic uncertainties.
As mentioned above, uncertainties related to the V+ jets process (mtag

jj reweighting uncertainties and
statistical uncertainties) are dominant, and the subdominant uncertainties are uncertainties for diboson
and large-R jets.
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Fig. 6.33: Pre-fit (yellow) and post-fit (blue) nuisance parameter impacts on the signal-strengths are
shown. The impacts are ranked by the order of ∆µ̂ = µ̂X − µ̂0, where µ̂0 is a signal-strength obtained
by the nominal fit, and µ̂X is a signal-strength obtained by a fit fixing the nuisance parameter X on plus
or minus 1σ. The black and red dots denote pulls and normalization factors. The naming convention is
summarized in Appendix D.
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6.9. RESULTS

Table 6.23: The symmetrized impacts of uncertainty on post-fit signal-strength (∆µ̂). The floating
normalizations include uncertainties in normalization scale factors for the Z+jets,W+jets, and top quark
contributions.

Uncertainty source ∆µ̂

Total uncertainty 0.41
Statistical 0.20
Systematic 0.35

Theoretical and modeling uncertainties

Floating normalizations 0.09
Z+ jets 0.13
W+ jets 0.09
tt̄ 0.06
Diboson 0.09
Multijet 0.04
Signal 0.07
MC statistics 0.17

Experimental uncertainties

Large-R jets 0.08
Small-R jets 0.06
Leptons 0.02
Emiss

T 0.04
b-tagging 0.07
Pileup 0.04
Luminosity 0.03
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6.9.7 The Observed Signal-Strength and Fiducial Cross-Sections

Since no incomprehensible features are found in the detailed inspections of the likelihood fit as described
in the previous sections, the observed signal-strength is reported as follows. The observed signal-strength
of the semileptonic VBS signals is obtained as

µobs
EWVVjj = 1.05

+0.42
−0.40 = 1.05± 0.20(stat.)+0.37−0.34(syst.),

where stat and syst represent the statistical and the sum of systematic uncertainties, respectively.The
background-only hypothesis is excluded in the observed data with a significance of 2.7 standard de-
viations compared with 2.5 standard deviations expected. Since 1σ of the total uncertainty covers
µ = (σobs./σpred.) = 1, this measurement is consistent with the SM, in other words, there is no BSM
observed.

Figure 6.34 shows the measured signal-strength from the combined fit with a single signal-strength fit
parameter, and from a fit where each lepton channel has its own signal-strength parameter. The signal-
strength values for the 0- and 2-lepton channels are greater than equal ∼ 2, and the one for the 1-lepton
channel is 0.33, hence the combined signal-strength among three channels is 1.05. The probability that
the signal-strengths measured in the three lepton channels are compatible is 36%.

The −2 ln(Λ) values scan for the signal-strength µ is illustrated in Figure 6.34. As shown in the figure,
the predicted log-likelihood functions for statistical errors and for the total errors are consistent with the
observed ones. The values at µ = 0 represent significance against the null-hypothesis, which correspond
to 2.7 and 2.5 standard deviations for the observed and expected measurements, respectively. Arbitrary
upper limits can be calculated by the likelihood curves, for instance, the 2σ upper limit is approximately
µ = 1.9.

The fiducial cross-sections for the EWVVjj processes are measured in the merged and resolved fidu-
cial phase-space regions described in Section 6.6 and inclusively. The merged HP SR and LP SR
are combined to form one single merged fiducial phase-space region. The systematic uncertainties in
the measured fiducial cross-sections include contributions from experimental systematic uncertainties,
theory modeling uncertainties in the backgrounds, theory modeling uncertainties in the shapes of sig-
nal kinematic distributions, and luminosity uncertainties. The measured and the SM predicted fiducial
cross-sections for the EWVVjj processes are summarized in Table 6.24, where the measured values are
obtained from two different simultaneous fits. In the first fit, two signal-strength parameters are used, one
for the merged category (both HP and LP), and the other one for the resolved category; whereas in the
second fit, a single signal-strength parameter is used. The measured values are obtained from a simulta-
neous fit where each lepton channel has its own signal-strength parameter, and in each lepton channel, the
same signal-strength parameter is applied to both the merged and resolved categories. The predictions
are from the MADGRAPH5 aMC@NLO 2.4.3 event generator at the LO only, and no higher-order cor-
rections are included; the theoretical uncertainties due to the PDF, missing higher-order corrections, and
parton shower modeling are estimated as described in Section 6.7. The measured fiducial cross-sections
are consistent with the SM predictions.
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Fig. 6.34: The fitted values of the signal-strength parameter µobs
EWVVjj for the 0-, 1-, and 2-lepton channels

and their combination (left) and scan of the negative log-likelihood, −2 lnΛ, for the signal-strength of
the EW VVjj production (right) are shown. In the left plot, the individual µobs

EWVVjj values for the lepton
channels are obtained from a simultaneous fit with the signal-strength parameter for each of the lepton
channels floating independently. The probability that the signal-strengths measured in the three lepton
channels are compatible is 36%. In the right plot, the solid upper black (lower blue) line represents the
observed (expected) value including all systematic uncertainties, whereas the dashed upper black (lower
blue) line is for the observed (expected) value without systematic uncertainties (lower and upper refer
here to the position of the lines in the legend).

Table 6.24: Summary of predicted and measured fiducial cross-sections for EW VVjj production. The
three lepton channels are combined. For the measured fiducial cross-sections in the merged and resolved
categories, two signal-strength parameters are used in the combined fit, one for the merged category and
the other one for the resolved category; whereas for the measured fiducial cross-section in the inclusive
fiducial phase-space, a single signal-strength parameter is used. For the SM predicted cross-section, the
error is the theoretical uncertainty (theo.). For the measured cross-section, the first error is the statistical
uncertainty (stat.), and the second error is the systematic uncertainty (syst.).

Fiducial phase-space Predicted σfid,SM
EWVVjj [fb] Measured σfid,obs

EWVVjj [fb]

Merged 11.4± 0.7 (theo.) 12.7± 3.8 (stat.) +4.8−4.2 (syst.)

Resolved 31.6± 1.8 (theo.) 26.5± 8.2 (stat.) +17.4−17.1 (syst.)

Inclusive 43.0± 2.4 (theo.) 45.1± 8.6 (stat.) +15.9−14.6 (syst.)
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CHAPTER 7

Interpretation with Effective Field Theory

Since the measurement performed in the previous chapter is consistent with the SM prediction, the
obtained results are interpreted to limits on coefficients of the EFT (effective field theory) operators. The
theoretical backgrounds of the EFT have already been introduced in Section 2.3. Hereafter, technical
implementation of the EFT interpretation of this study and its results are explained. Section 7.1 describes
an overview of the interpretation, Section 7.2 introduces the statistical treatment to obtain the limits, and
the obtained limits on coefficients of the EFT operators are summarized and compared to the latest
published limits in Section 7.3.

7.1 Setup for EFT interpretation

A cross-section for aQGC is given by the integration of matrix element squared over the Lorentz-invariant
phase-space of the Lagrangian shown in Equation 2.17:

σEFT = σSM +

(∑
i

(
fi

Λ4

)2
sPureEFT
i

)
+

(∑
i

fi

Λ4 s
INT
i,SM

)
+

∑
i<j

fi

Λ4
fj

Λ4 s
INT
i,j

 , (7.1)

where σ and s stand for cross-section and cross-section divided by fx/Λ4 or (fx/Λ4)2, i and j denote
operators listed in Equation 2.18 to 2.35. The first term represents the pure SM contribution. The
second and third terms are referred to as quadratic term (QUAD) and interference term (INT), which are
contributions from the pure EFT operator and an interference between the EFT and the SM operator,
respectively. The last term denotes an interference between EFT operators. In this search, the last term is
ignored for simplicity and for consistency to the previous results on aQGC searches [26–33, 169, 170].

As discussed in Section 6.2.3, the MC simulations are prepared for fixed coefficients of fS0/Λ4, fM0/Λ4,
and fT0/Λ4 as shown in Table 6.6. The cross-sections for each sample are obtained by the MAD-
GRAPH5 aMC@NLO v2.3.3 event generator as shown in Section 6.2.3. Samples with different co-
efficients are imitated by scaling the generated samples with respect to parabolic functions because
Equation 7.1 denotes that σEFT is a parabolic function of the coefficients ( fi

Λ4 ) after ignoring the last
term. The cross-sections for each coefficient are evaluated by the MC simulations which are not applied
to any detector simulation nor reconstruction procedures. The parabolic functions are obtained by fitting
the cross-sections with respect to coefficients as shown in Figure 7.1.

The shapes (mainly discussing about mVV ) for the imitated samples are not stringently correct because
scaling by coefficients ( fi

Λ4 ) should be applied linearly for the INT term and quadratically for the pure
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Fig. 7.1: Cross-sections as a function of couplings are shown in the left plot. Markers and liens stand for
the calculated cross-sections and obtained parabolic functions, respectively. Cross-sections as a function
of couplings for each INT (dashed line) and QUAD (solid line) component are shown in the right plot.
Colors indicate sorts of operators.

EFT term by definition. However, coefficients expected to be limited by this analysis, O(1), O(1), and
O(0.1) for LS, LM, and LT , respectively, have the leading contributions by the QUAD terms as shown in
Figure 7.1. Furthermore, the signal-to-noise ratio is drastically improved at highmVV phase-space which
is dominated by the QUAD term as shown in Figure 7.2. Therefore, the imitated samples are adequate
approximations for the fully calculated aQGC samples.

From studies with simulation, operators having similar Lorentz structure, each LS, LM, or LT , have very
similar kinematical shapes as shown in Figure 7.3. Whereas apparent differences between LS, LM, and
LT operators are confirmed, which are the polarization states of weak bosons as shown in Figure 7.4.
Hence, samples for LS1 are imitated by LS0, samples for LM1 to LM7 are imitated by LM0, and samples
for LT1 to LT7 are imitated by LT0.
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frame (cos θ∗) for theWW → lvqq processes. The red, blue, and green lines show fS0/Λ4 = 50 TeV−4,
fT0/Λ

4 = 1 TeV−4, and fM0/Λ4 = 5 TeV−4, respectively. In principle, cos θ∗ for longitudinally polar-
ized vector bosons follow 1 − cos2 θ∗, whereas cos θ∗ for transversely polarized vector bosons follow
(1± cos θ∗)2, so this plot indicates that the LS0 operator tends to generate longitudinally polarized vector
bosons, the LT0 operator tends to generate transversely polarized vector bosons (equal contributions from
left- and right-hand polarization), and the LM0 is in between those.
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7.2 Statistical Test

aQGC events populate at higher mVV because the coefficient is constrained by the cut-off scale Λ as
shown in Equation 7.1. EFT interpretations are performed by fitting on mVV instead of the BDT dis-
criminant used in the EWVVjj measurement at the same signal regions except for the resolved signal
region where no signals are expected. Figure 7.6 showsmVV distributions used for the statistical tests.
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Fig. 7.5: Log-likelihood curves for LS0 (left), LM0 (center), and LT0 (right) are shown. The dashed curve
only includes statistical uncertainty, the solid curve includes both the statistical and systematic uncer-
tainties. Since no excess over the SM prediction is observed, curves have local minimum at µVBS VV ∼ 0

(µVBS VV stands for signal-strength for each operator). Horizontal dashed lines guide for the confidence
limits based on the χ2 distribution with two degrees of freedom.

Fits are performed for each three operator with the same strategy discussed in Section 6.7. The log-
likelihood (−2 ln λ) distributions with respect to aQGC strength µ for each signal are shown in Figure 7.5.
From the plots, systematic uncertainties are known to be negligible. This is because the high tail ofmVV

has quite large statistical uncertainty in the observed data due to fewer statistics. A µ value at crossing
the 95% C.L line and the likelihood curve are used to calculate upper limits on the coefficients.

7.3 Limits on Coefficient of Operators

Limits are set with respect to 95% C.L. by comparing Figures 7.1 and 7.5, which are summarized in
Figure 7.7 and Table 7.1. The obtained limits are better by the order of one than that of the full-leptonic
analysis. The obtained limits are the most stringent to date1), i.e. these results clearly represent that the
semileptonic final states has the best sensitivity to most of the BSM theories related to the VBS topology
at present.

1)The obtained limits on the coefficients are comparable to the ones from Reference [34].
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Fig. 7.6: mVV distribution at boosted signal region for 0-lepton HP (top left), 0-lepton LP (top right), 1-
lepton HP (middle left), 1-lepton LP (middle right), 2-lepton HP (bottom left), and 2-lepton LP (bottom
right) before the fit. Since the normalization factors obtained by the fit are not applied, histograms for MC
simulations have approximately 10-20% greater than the observed data. histograms for MC simulations
match the observed data when the fit is performed to obtain limits.
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the limits calculated by this study.

Table 7.1: Comparison between current best limits on the coefficient for dimension-8 EFT operators by
leptonic searches and limits obtained from this study are shown.

Operator
Full-leptonic analyses Semileptonic VBS

ReferenceObserved Limit Observed Limit
[TeV−4] [TeV−4]

LS02 [ -7.7, 7.7] [ -1.89, 2.04] [21]
LS1 [ -21.6, 21.8] [ -1.81, 2.12] [21]
LM0 [ -4.2, 4.2] [ -0.63, 0.57] [50]
LM1 [ -8.7, 9.1] [ -0.45, 0.73] [21]
LM2 [ -8.2, 8.0] [ -0.57, 0.62] [24]
LM3 [ -21, 21] [ -0.42, 0.78] [24]
LM4 [ -15, 16] [ -0.64, 0.56] [24]
LM5 [ -25, 24] [ -0.65, 0.55] [24]
LM7 [ -12, 12] [ -0.56, 0.62] [21]
LT0 [ -0.46, 0.44] [ -0.12, 0.10] [51]
LT1 [ -0.28, 0.31] [ -0.09, 0.12] [21]
LT2 [ -0.89, 1.00] [ -0.09, 0.13] [21]
LT5 [ -0.70, 0.74] [ -0.15, 0.09] [24]
LT6 [ -1.60, 1.70] [ -0.15, 0.08] [24]
LT7 [ -2.60, 2.80] [ -0.59, 0.03] [24]
LT8 [ -0.47, 0.47] [ -0.11, 0.11] [24]
LT9 [ -1.30, 1.30] [ -0.11, 0.11] [24]
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CHAPTER 8

Conclusions

The standard model predicts that the electroweak symmetry breaking completely changed the vacuum
structure at the early universe and, consequently, masses of elementally particles were generated. Thanks
to enough center-of-mass energy of the LHC to generate two on-shell electroweak bosons, the most
important process to examine the electroweak symmetry breaking, vector boson scattering can be studied
at the LHC. This thesis presents the first search for the EWVVjj processes and anomalous quartic gauge
couplings with the semileptonic final states at the ATLAS detector with an integrated luminosity of
35.5 fb−1 corresponding to data collected in 2015 and 2016.

The sensitivities of the studies for both the SM and aQGC are drastically improved by the large-R jet
reconstruction and the corresponding boosted weak vector boson identification techniques. The com-
bined mass reconstruction algorithm, which utilizes accurate track angle resolutions and great calorime-
ter energy resolutions achieves improvement in 30% (50%) mass resolution compared to the mass of
a calorimeter jet. The two-variable-tagger that is a boson identification algorithm combining discrim-
inant powers of the combined mass and D2 with optimized rectangular cuts, which achieves approx-
imately a 95% (98.7%) rejection at a 50% signal efficiency at a pT range of 200 ≤ pT ≤ 500 GeV
(1000 ≤ pT ≤ 1500 GeV). Systematic uncertainties associated with the combined mass and D2 scales
are evaluated by the rtrk double ratio method, which are relatively 3% (6%) for the combined mass at a
large-R pT of ∼ 500 GeV (3 TeV) and 2% (6%) for D2 at a large-R jet pT of 300 GeV (3 TeV).

The main sources of background for the semileptonic VBS analysis are the V+ jets and tt̄ processes.
It is eliminated by making use of the signal event topology expected from Feynman diagrams. Further
eliminations of those backgrounds are achieved by using the BDT discriminant, and it is directly used as
an input of profile binned likelihood fits.

The leading pre-fit uncertainty is the modeling of the V+ jets process by the MC simulations having an
impact by more than 100% on the signal-strength value, and it is drastically decreased to 13% by the
simultaneous fit utilizingmtag

jj distributions as inputs of CRs.

An excess of the observed data over the expected background from the SM without EWVVjj processes
is observed with the observed (expected) significance of 2.7 (2.5) standard deviations. The measured
signal-strength is µobs

EWVVjj = 1.05+0.42−0.40 = 1.05 ± 0.20(stat.)+0.37−0.34(syst.). The fiducial cross-section of
EWVVjj is measured to be σfid,obs

EWVVjj = 45.1± 8.6(stat.)+15.9−14.6(syst.) fb−1.

Since the measurement of EWVVjj processes is consistent with the SM, the results are interpreted as
limits on coefficients of the dimension-8 EFT operators. Given limits on coefficients, fS0 to fS2, fM0 to
fM7, and fT0 to fT9 are the most stringent to date.
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CHAPTER 9

Prospect for Future Measurement

The ATLAS detector has collected an integrated luminosity of 140 fb−1 from 2015 to 2018 (Run2). The
LHC is scheduled to reboot in 2021 and lasts until 2023, and a possibility of one year extension is being
discussed. A corresponding integrated luminosity is pessimistically expected to be 300 fb−1 until 2023,
400 fb−1 with an extension year. There is an option to increase the center-of-mass energy to 14 TeV.

This chapter describes future prospects for the semileptonic VBS analysis. In order to assess expected
sensitivity with future accumulated datasets, Section 9.1 describes the results of simple luminosity pro-
jections and possible improvements in the analysis. When the EWVVjj processes are observed with the
semileptonic final states with adequate significance, for example 5 standard deviations, one of the most
fascinating observable is the boson polarization from the aspects of both the SM measurement and aQGC
search. A new methodology to identify the weak boson polarization with large-R jets are introduced in
Section 9.2.

9.1 Expected Sensitivity

The measurement performed in this thesis as shown in Section 6.1 is projected by scaling ratios of those
integrated luminosities. Figure 9.1 shows the expected sensitivities in expected integrated luminosities.
The center-of-mass energy is conservatively assumed to be 13 TeV.

The measurement performed in this thesis has an observed (expected) sensitivity of 2.7 (2.5) standard
deviations. With the full Run2 dataset which has already been collected, expected sensitivity increases
in 3.9 standard deviations. Furthermore, it reached to 4.8 and 5.1 standard deviations for the datasets
collected by the end of 2023 and 2024, respectively. Thus the measurement expected to be reached
around 5 standard deviations without any improvement except the luminosity increasing.

As mentioned in Section 6.9.6, the uncertainty in the measurement of the SM EWVVjj processes is al-
ready systematic dominant. Hence, adding to increasing in integrated luminosities, improvements on
sensitivity are possibly saturated by the systematic uncertainties. Majority of impacts on the signal-
strength come from statistics in the MC simulations, modeling of the V+ jets processes by the MC sim-
ulations, and experimental uncertainty in large-R jet. The MC statistics will increase in a factor of 4 for
the ongoing full Run2 analysis and it naively causes decreasing of its uncertainty in a factor of 2. For the
V+ jets MC simulation, an improved version of SHERPA (SHERPA3) is expected to drastically eliminate
the mismodeling ofmtag

jj , and it removesmjj reweighting and related systematic uncertainties at all. The
large-R jet uncertainty will decrease in half by systematic uncertainties estimated with in-situ way as
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Fig. 9.1: Expected sensitivities with (orange) and without (blue) systematic uncertainties at integrated
luminosities of 140,300, and 400 fb−1 are shown.

described in Section 5.1.3. By those improvements, the observation with 5 standard deviations in the full
Run2 dataset might be possible. In Run3 and awaiting the HL-LHC1), therefore, detailed inspections of
VBS processes become main topics.

9.2 Polarization-Sensitive Large-R jets Observable

As shown in Section 9.1, it is clear that the EWVVjj processes in the semileptonic final states will
have been discovered within several years, and it allows us to perform property measurements. The W
polarization state is essential information for understanding electroweak symmetry breaking with the
EWVVjj processes because the unitarity violation explained in Section 2.2 occurs only in the VLVL →
VLVL scattering. Also, the polarization of outgoing bosons separates types of EFT operators (FS,FM, and
FT ) as shown in Figure 7.4. Furthermore, sensitivities on several new physics searches [171, 172] related
to the weak vector bosons can be improved by optimizations with polarization information.

TheW boson polarization state has already measured in both hadronic and leptonic decay in 2017[173].
However, the measurements with large-R jet have never been performed. This section shows a construc-
tion of a polarization-sensitive variable, and its discriminant power is validated by measuring W boson
polarization in tt̄ events with the 2016 dataset. The same samples listed in Section 6.2 are used in this
analysis.

1)HL-LHC stands for High-Luminosity LHC which is the last run period for the LHC scheduled in between 2027 and 2040.
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9.2.1 Polarization-Sensitive Variables

Since the polarization is defined by its spin direction with respect to the particle momentum, a direction
of its decay product with spin is sensitive to the polarization.

The decay ofW boson is represented as

1

σ

dσ

d cos θ∗
=
3

4

(
1− cos2 θ∗

)
fr0 +

3

8
(1− cos θ∗)2 frL +

3

8
(1+ cos θ∗)2 frR, (9.1)

where θ∗ is an angle between the W boson momentum and its decay product of down-type fermion in
the W boson rest frame. fr0, frR, and frL are fractions of longitudinal, right-handed, and left-handed,
respectively. It is assumed that fermions from aW boson decay are massless.

From Equation 9.1, cos θ∗ for longitudinally polarized W boson distributes as 1 − cos2 θ∗, cos θ∗ for
transversely polarized W boson distributes as (1± cos θ∗)2. This θ∗ is the most fundamental quantities
in the leading order of Feynman diagram, therefore, it is the most straight forward observable for the
measurement of a polarization state of aW boson.

A Lorentz boosted W boson is reconstructed with the large-R jet that merges two jets originated from
decay products ofW boson. The two jets are identified from a large-R jet by exclusive-kt algorithm. The
algorithm reclusters large-R jets with R = 1.0 kT algorithm, and the two subjets before the last merging
are assigned as two subjets from decay products. The exclusive kt algorithm employs kt clustering
because the clustering algorithm tends to reconstruct two balanced subjets, whereas the anti-kt algorithm
tends to reconstruct two quite unbalanced subjets.

The last ambiguity to reconstruct cos θ∗ is which subjet is assigned as a down type quark. Several
quantities of subjet are tested (the number of tracks in subjet, pT of subjet, etc), and the c-tagging score
is turned out to be the most effective. The c-tagging is the same algorithm as b-tagging introduced
in Section 4.5.3 except the MV2 training with c-hadron jets as a signal. The b-hadron (light-flavor)
jet efficiency is 25% (5%) at c-hadron jet efficiency of 41%. Details on c-tagging are described in
Reference [174]. A subjet with the lower c-tagging score is likely a down-type quark in the W → cs

decay and completely random in theW → ud decay. Since theW decays cs and ud almost equally, the
algorithm works.

9.2.2 Template of cos θ∗ Distribution for Purely PolarizedW boson

A measurement of the fraction of polarization state of the W boson in tt̄ events needs templates on
the assumptions of purely longitudinal, left-handed, and right-handed states. Pure polarization state
simulations are made by reweighting SM prediction of cos θ∗ distribution at particle-level. Figure 9.2
shows cos θ∗ distribution of tt̄ events and its 3-components(fr0, frR, and frL) fit. The reweighting factors
are calculated by the fraction (fr0, frR, and frL). A comparison of each fraction between the analytic
NNLO calculation and fit results is shown in Table 9.1. The fit results agree with the NNLO calculation
well.
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shows the SM prediction by the POWHEG event generator. The black line is the best fit function obtained
by a 3-components(fr0, frR, and frL) fit. The red, green, and blue makers represent cos θ∗ distributions
after reweighting to each pure polarization state.

Table 9.1: Comparisons between the NNLO calculation and the fit result are shown.

fr0 frL frR

NNLO calc.[175] 0.687(5) 0.311(5) 0.0017(1)
Fit result 0.699(3) 0.301(2) 0.0000(5)
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Figure 9.3 shows the cos θ∗ distribution after the detector simulation and the reconstruction chain to be
compared to the observed data. The distribution is smeared by both detector resolutions and reconstruc-
tion procedures, but there is still discriminant power among purely polarized templates.
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Fig. 9.3: The cos θ∗ distribution at the reconstruction level. tt̄ events are shown in each case, a large-R
jet matched toW → qq̄ (white), a large-R jet matched to t→Wb̄→ qq̄b̄ (deep blue), and others (light
blue).

9.2.3 Event Selection

To check whether the reconstructed cos θ∗ works for the observed data, tt̄ events are utilized. The
tt̄→ lvbqq̄b̄ final state is selected to obtainW boson jets and enhance the purity of the tt̄ process.

The single lepton triggers shown in Section 6.2.2 are also required in this study. Events are required
to have exactly one lepton with pT > 30 GeV, and events with extra leptons with pT > 20 GeV are
rejected. The electron is identified with the “tight” working point described in Section 4.3. One small-R
jet is required with pT > 25 GeV with ∆R(small − R jet, lepton) < 1.5. A large-R jet that is used to
test cos θ∗ is required to be pT > 200 GeV within ∆ϕ(large − R jet, lepton) > 2.3. For the neutrino,
Emiss

T > 20 GeV and Emiss
T +MW

T > 60 GeV are required. To veto a large-R jet which contains two
quarks from the W boson and one b−jet from the top-quark decay, the b-tagged small-R jet is required
to be outside of large-R jet (∆R(b-jet, large−R jet) > 1.5). The schematic graph of the selected topology
is shown in Figure 9.4.
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Fig. 9.4: A schematic graph of a selected topology for tt̄ events is shown. Three angular cuts, 1.:
∆R(small−R jet, lepton) < 1.5, 2.: ∆ϕ(large−R jet, lepton) > 2.3, and 3.: ∆R(b-jet, large−R jet) > 1.5
are applied.

Selected events are used for comparisons between the observed data and the MC simulations for large-R
jet mass and cos θ∗ distributions as shown in Figure 9.5.
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Fig. 9.5: Comparisons between data and MC simulated events for large-R jet mass (left) and cos θ∗

(right) distributions. The discrepancy at the lower region most likely comes from multi-jets events.

In-situ calibration for large-R jet mass is not applied, so the peak of W jet mass for the observed data
is slightly shifted from the peak for the MC simulated events. Moreover, multi-jet events make some
discrepancies at lower masses. To obtain pure W jet events, the mass cut on 60 < mJ < 100GeV

is applied. Large-R jets with higher | cos θ∗| indicate that W decays with unbalance pT and having a
large decay angle between quarks. Then those invariant mass becomes small because of leaking jet
constituents from a given jet cone. Therefore, MC simulated events undershoot the observed data at high
| cos θ∗|.
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9.2.4 Results

The obtained cos θ∗ distribution (Figure 9.5) for the observed data is fitted by templates for the assump-
tion of three purely polarizedW bosons. A χ2 fit is performed, and Figure 9.6 shows the χ2 distribution.
The total fraction is fixed to unity (fr0 + frR + frL = 1). Any systematic uncertainties are considered
in this fit. The χ2 distribution is subtracted by the value of minimum, and the confidence intervals are
calculated based on χ2 probability with two degrees of freedom as shown in Figure 9.6. The result is
summarized in Table 9.2.
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Fig. 9.6: The χ2 distribution with respect to each template fraction for cos θ∗ distribution (left) and the
confidence interval for the measurement (right) are shown. Only statistical uncertainty is considered.

Table 9.2: A comparison of polarization fractions of the W boson between the SM prediction and ob-
served values is shown.

fr0 frL frR

Observed 0.70(5) 0.30(5) 0.00(7)
SM prediction 0.699(3) 0.301(2) 0.0000(5)

The observed longitudinal and transverse polarization fractions are compatible with the SM prediction. A
precision of longitudinal (left-handed) polarization fraction arise from statistical uncertainty is absolutely
5 (5)%, which is comparable to the one of leptonic final state 1.2 (1.2)%. This result is the first proof that
the reconstructed cos θ∗ works as a polarization discriminator for a large-R jet. This opens the window
of the weak boson polarization measurement at the high-energy regime including the semileptonic VBS,
i.e. measurements on the Run3 and succeeding HL-LHC become much meaningful, and those lead to
deeper understandings of the SM and more stringent tests of BSMs.
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APPENDIX A

Matrix Elements ofW+W− scattering

The matrix elements for theW+W− scattering introduced in Section 2.2 are explicitly shown as

M1 = (ϵ1 · ϵ2)(ϵ3 · ϵ4)(t− u)

+4[(ϵ1 · ϵ2){(ϵ3 · k4)(ϵ4 · k2) − (ϵ3 · k2)(ϵ4 · k3)}

+ (ϵ3 · ϵ4) {(ϵ1 · k3)(ϵ2 · k4) − (ϵ1 · k4)(ϵ2 · k3)}

− (ϵ2 · k1) {(ϵ1 · k3)(ϵ4 · k3) − (ϵ1 · ϵ4)(ϵ3 · k4)}

− (ϵ1 · k2) {(ϵ2 · k4)(ϵ3 · k4) − (ϵ2 · ϵ3)(ϵ4 · k3)} ], (A.1)

M2 = (ϵ1 · ϵ3)(ϵ2 · ϵ4)(s− u)

−4[(ϵ1 · ϵ3){(ϵ2 · k3)(ϵ4 · k2) + (ϵ2 · k4)(ϵ4 · k3)}

+ (ϵ2 · ϵ4) {(ϵ1 · k2)(ϵ3 · k4) − (ϵ1 · k4)(ϵ3 · k2)}

− (ϵ1 · k3) {(ϵ3 · k4)(ϵ2 · k4) + (ϵ2 · ϵ3)(ϵ4 · k2)}

− (ϵ3 · k1) {(ϵ1 · k4)(ϵ2 · k4) + (ϵ1 · ϵ2)(ϵ4 · k2)} ], (A.2)

M3 = (ϵ1 · ϵ2)(ϵ3 · ϵ4) + (ϵ1 · ϵ3)(ϵ2 · ϵ4) − 2(ϵ1 · ϵ4)(ϵ2 · ϵ3), (A.3)

M4 = (ϵ1 · ϵ2)(ϵ3 · ϵ4), (A.4)

M5 = (ϵ1 · ϵ3)(ϵ2 · ϵ4). (A.5)

The notation follows as described in Section 2.2.
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APPENDIX B

BDT Input Modeling for Semileptonic VBS
Analysis

Distributions of all input variables used in the BDT training for each channel are shown in this section.
The distributions are applied nuisance parameters obtained from the global likelihood fit.

B.1 0-lepton channel

BDT input variable distributions for 0-lepton channel are shown in Figure B.1,B.2, ,B.3 for the merged
high-purity regions, Figure B.4,B.5, ,B.6, for the merged low-purity regions, Figure B.7,B.8, B.9,B.10,
for the resolved regions. MC predictions are applied post-fit values of the nuisance parameters.

B.2 1-lepton channel

BDT input variable distributions for 1-lepton channel are shown in Figure B.11,B.12, for merged sig-
nal region, Figure B.13,B.14, for resovled signal region. MC predictions are applied post-fit values of
nuisance parameter.

B.3 2-lepton channel

BDT input variable distributions for 2-lepton channel are shown in Figure B.15,B.16, B.17,B.18 for
merged, B.19,B.20, Figure B.21,B.22, B.23 for resolved.
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B.3. 2-LEPTON CHANNEL
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Fig. B.1: Distributions of variables used in the BDT training in the merged high-purity region for the
0-lepton channel applying post-fit uncertainties are shown.
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Fig. B.2: Distributions of variables used in the BDT training in the merged high-purity region for the
0-lepton channel applying post-fit uncertainties are shown.
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Fig. B.3: A distribution of variable used in the BDT training in the merged high-purity region for the
0-lepton channel applying post-fit uncertainties is shown.
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Fig. B.4: Distributions of variables used in the BDT training in the merged low-purity region for the
0-lepton channel applying post-fit uncertainties are shown.

165



B.3. 2-LEPTON CHANNEL

 [GeV]Jm
70 75 80 85 90 95 100 105 110

E
ve

nt
s 

/ 1

1−10

1

10

210

310

410 Data
 = 1.05)µ (VVjjEW

+jetsZ
+jetsW

Top Quarks
Diboson
Uncertainty

 -1 = 13 TeV, 35.5 fbs
0-lep., Merged low-purity SR

 [GeV]Jm
70 75 80 85 90 95 100 105 110

D
at

a/
P

os
tfi

t

0.5

1

1.5

 [GeV]Jm
70 80 90 100 110P

os
tfi

t/P
re

fit
  

0.5

1

1.5

,trackjN

0 2 4 6 8 10 12 14 16 18

E
ve

nt
s 

/ 1

1−10

1

10

210

310

410

510
Data

 = 1.05)µ (VVjjEW
+jetsZ
+jetsW

Top Quarks
Diboson
Uncertainty

 -1 = 13 TeV, 35.5 fbs
0-lep., Merged low-purity SR

,trackjN
0 2 4 6 8 10 12 14 16 18

D
at

a/
P

os
tfi

t

0.5

1

1.5

,trackjN
0 5 10 15P

os
tfi

t/P
re

fit
  

0.5

1

1.5

 [GeV]tag,j2

T
p

50 100 150 200 250 300 350 400

E
ve

nt
s 

/ 1
00

10

210

310

410

510

610
Data

 = 1.05)µ (VVjjEW
+jetsZ
+jetsW

Top Quarks
Diboson
Uncertainty

 -1 = 13 TeV, 35.5 fbs
0-lep., Merged low-purity SR

 [GeV]tag,j2

T
p

50 100 150 200 250 300 350 400

D
at

a/
P

os
tfi

t

0.5

1

1.5

 [GeV]tag,j2

T
p

100 200 300 400P
os

tfi
t/P

re
fit

  

0.5

1

1.5

tag,j1w
0 0.020.040.060.08 0.10.120.140.160.18 0.20.220.24

E
ve

nt
s 

/ 1

310

410

510
Data

 = 1.05)µ (VVjjEW
+jetsZ
+jetsW

Top Quarks
Diboson
Uncertainty

 -1 = 13 TeV, 35.5 fbs
0-lep., Merged low-purity SR

tag,j1w

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

D
at

a/
P

os
tfi

t

0.5

1

1.5

tag,j1w

0 0.05 0.1 0.15 0.2P
os

tfi
t/P

re
fit

  

0.5

1

1.5

Fig. B.5: Distributions of variables used in the BDT training in the merged low-purity region for the
0-lepton channel applying post-fit uncertainties are shown.
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Fig. B.6: A distribution of variable used in the BDT training in the merged low-purity region for the
0-lepton channel applying post-fit uncertainties is shown.
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Fig. B.7: Distributions of variables used in the BDT training in the resolved region for the 0-lepton
channel applying post-fit uncertainties are shown.
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Fig. B.8: Distributions of variables used in the BDT training in the resolved region for the 0-lepton
channel applying post-fit uncertainties are shown.
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Fig. B.9: Distributions of variables used in the BDT training in the resolved region for the 0-lepton
channel applying post-fit uncertainties are shown.
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Fig. B.10: Distributions of variables used in the BDT training in the resolved region for the 0-lepton
channel applying post-fit uncertainties are shown.)
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Fig. B.11: Distributions of variables used in the BDT training in the merged region for the 1-lepton
channel applying post-fit uncertainties are shown.
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Fig. B.12: Distributions of variables used in the BDT training in the merged region for the 1-lepton
channel applying post-fit uncertainties are shown.
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Fig. B.13: Distributions of variables used in the BDT training in the resolved region for the 1-lepton
channel applying post-fit uncertainties are shown.
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Fig. B.14: Distributions of variables used in the BDT training in the resolved region for the 1-lepton
channel applying post-fit uncertainties are shown.

175



B.3. 2-LEPTON CHANNEL

=1β
2D

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2

E
ve

nt
s 

/ 1

1−10

1

10

210

310

410

510

610
Data

 = 1.05)µ (VVjjEW
+jetsZ

Diboson
Top Quarks
Uncertainty

 -1 = 13 TeV, 35.5 fbs
2-lep., Merged high-purity SR

=1β
2D

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2

D
at

a/
P

os
tfi

t

0.5

1

1.5

=1β
2D

0 0.5 1 1.5 2P
os

tfi
t/P

re
fit

  

0.5

1

1.5

0 200 400 600 800 10001200140016001800

E
ve

nt
s 

/ 1
00

3−10

2−10

1−10

1

10

210

310

410

510

610 Data
 = 1.05)µ (VVjjEW

+jetsZ
Diboson
Top Quarks
Uncertainty

 -1 = 13 TeV, 35.5 fbs
2-lep., Merged high-purity SR

0 200 400 600 800 1000 1200 1400 1600 1800

D
at

a/
P

os
tfi

t

0.5

1

1.5

0 500 1000 1500P
os

tfi
t/P

re
fit

  

0.5

1

1.5

 [GeV]tag,j2

T
p

20 40 60 80 100 120 140 160 180 200

E
ve

nt
s 

/ 1
00

10

210

310

410 Data
 = 1.05)µ (VVjjEW

+jetsZ
Diboson
Top Quarks
Uncertainty

 -1 = 13 TeV, 35.5 fbs
2-lep., Merged high-purity SR

 [GeV]tag,j2

T
p

20 40 60 80 100 120 140 160 180 200

D
at

a/
P

os
tfi

t

0.5

1

1.5

 [GeV]tag,j2

T
p

50 100 150 200P
os

tfi
t/P

re
fit

  

0.5

1

1.5

PtllJ
0 200 400 600 800 10001200140016001800

E
ve

nt
s 

/ 1
00

1−10

1

10

210

310

410

Data
 = 1.05)µ (VVjjEW

+jetsZ
Diboson
Top Quarks
Uncertainty

 -1 = 13 TeV, 35.5 fbs
2-lep., Merged high-purity SR

PtllJ
0 200 400 600 800 1000 1200 1400 1600 1800

D
at

a/
P

os
tfi

t

0.5

1

1.5

PtllJ
0 500 1000 1500P

os
tfi

t/P
re

fit
  

0.5

1

1.5

Fig. B.15: Distributions of variables used in the BDT training in the merged high-purity region for the
2-lepton channel applying post-fit uncertainties are shown.
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Fig. B.16: Distributions of variables used in the BDT training in the merged high-purity region for the
2-lepton channel applying post-fit uncertainties are shown.
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Fig. B.17: Distributions of variables used in the BDT training in the merged low-purity region for the
2-lepton channel applying post-fit uncertainties are shown.
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Fig. B.18: Distributions of variables used in the BDT training in the merged low-purity region for the
2-lepton channel applying post-fit uncertainties are shown.
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Fig. B.19: Distributions of variables used in the BDT training in the resoveld region for the 2-lepton
channel applying post-fit uncertainties are shown.
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Fig. B.20: Distributions of variables used in the BDT training in the resoveld region for the 2-lepton
channel applying post-fit uncertainties are shown.
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Fig. B.21: Distributions of variables used in the BDT training in the resoveld region for the 2-lepton
channel applying post-fit uncertainties are shown.
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Fig. B.22: Distributions of variables used in the BDT training in the resoveld region for the 2-lepton
channel applying post-fit uncertainties are shown.
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B.3. 2-LEPTON CHANNEL
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Fig. B.23: A distribution of variable used in the BDT training in the resoveld region for the 2-lepton
channel applying post-fit uncertainties are shown.
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APPENDIX C

Understanding of BDT Input Correlation for
Semileptonic VBS Analysis

The correlations between BDT inputs are particularly important because the advantage of BDT against
cut-based analysis comes from exploiting the correlation between inputs. The linear correlation coeffi-
cients between input variables are shown in Figure C.1 and C.2, Figure C.3 and C.4, and Figure C.5 and
C.6, respectively. Most of the pairs of variables are weakly correlated. Significant correlations emerge
among pj1T , pj2T , and ∆ηjj, which come from a simple correlation between pT and η. Also there are cor-
relations among ptag,j1

T , ptag,j2
T , and jet width variables, which is because of a higher pT jet narrower than

that of lower pT jet.

Modeling of correlations are checked by comparing the observed data and MC predictions for the 0, 1,
and 2-lepton channels as shown in Figure C.8 and C.7, Figure C.10 and C.9, and Figure C.12 and C.11,
respectively. Most of the correlations for the observed data are fairly compatible with MC simulations.
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Fig. C.1: Linear correlation coefficients between input variables for signal EWVVjj events (left) and sum
of background events (right) at the 0-lepton resolved SR. 100% (-100%) means completely correlated
(anti-correlated).

185



100−

80−

60−

40−

20−

0

20

40

60

80

100

Li
ne

ar
 C

or
re

la
tio

n 
C

oe
ffi

ci
en

t [
%

]

29

-1 -1

-5 -2 -14

 3  5  1  8

-16 20  2  8  2

ta
g

jj
m

2
ta

g,
j

T
p

J
m =

1
β 2

D m
is

s
T

E j,t
ra

ck
n

tag
jjm

2
tag,j

T
p

Jm

=1β
2D

miss
TE

j,trackn

-1 = 13 TeV, 35.5 fbs
VVjjEW 

0-lep, Merged SR

100−

80−

60−

40−

20−

0

20

40

60

80

100

Li
ne

ar
 C

or
re

la
tio

n 
C

oe
ffi

ci
en

t [
%

]

25

 1  0

 1  2 -17

 5 10  0 12

 3 28  3  4  7

ta
g

jj
m

2
ta

g,
j

T
p

J
m =

1
β 2

D m
is

s
T

E j,t
ra

ck
n

tag
jjm

2
tag,j

T
p

Jm

=1β
2D

miss
TE

j,trackn

-1 = 13 TeV, 35.5 fbs
Total Backgrounds
0-lep, Merged SR

Fig. C.2: Linear correlation coefficients between input variables for signal EWVVjj events (left) and sum
of background events (right) at the 0-lepton resolved SR. 100% (-100%) means completely correlated
(anti-correlated).
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Fig. C.3: Linear correlation coefficients between input variables for signal EWVVjj events (left) and sum
of background events (right) at the 1-lepton resolved SR. 100% (-100%) means completely correlated
(anti-correlated).
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Fig. C.4: Linear correlation coefficients between input variables for signal EWVVjj events (left) and sum
of background events (right) at the 1-lepton resolved SR. 100% (-100%) means completely correlated
(anti-correlated).
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Fig. C.5: Linear correlation coefficients between input variables for signal EWVVjj events (left) and sum
of background events (right) at the 2-lepton resolved SR. 100% (-100%) means completely correlated
(anti-correlated).
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Fig. C.6: Linear correlation coefficients between input variables for signal EWVVjj events (left) and sum
of background events (right) at the 2-lepton resolved SR. 100% (-100%) means completely correlated
(anti-correlated).
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Fig. C.7: The correlations between BDT input variables for the 0-lepton merged signal region are shown.
The magenta and black marker represent the MC prediction and observed data. The < X > represents
mean of the variable X distribution. Only statistical uncertainty in the mean is shown.
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Fig. C.8: The correlations between BDT input variables for the 0-lepton resolved signal region are
shown. The magenta and black marker represent the MC prediction and observed data. The < X >

represents mean of the variable X distribution. Only statistical uncertainty in the mean is shown.
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Fig. C.9: The correlations between BDT input variables for the 1-lepton merged signal region are shown.
The magenta and black marker represent the MC prediction and observed data. The < X > represents
mean of the variable X distribution. Only statistical uncertainty in the mean is shown.
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Fig. C.10: The correlations between BDT input variables for the 1-lepton resolved signal region are
shown. The magenta and black marker represent the MC prediction and observed data. The < X >

represents mean of the variable X distribution. Only statistical uncertainty in the mean is shown.
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Fig. C.11: The correlations between BDT input variables for the 2-lepton merged signal region are
shown. The magenta and black marker represent the MC prediction and observed data. The < X >

represents mean of the variable X distribution. Only statistical uncertainty in the mean is shown.
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Fig. C.12: The correlations between BDT input variables for the 2-lepton resolved signal region are
shown. The magenta and black marker represent the MC prediction and observed data. The < X >

represents mean of the variable X distribution. Only statistical uncertainty in the mean is shown.
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APPENDIX D

Summary of Nuisance Parameters for Semileptonic
VBS Analysis

This appendix summarizes the nuisance parameters used in fitting for the semileptonic VBS analysis
as described in Section 6.8. Lists of normalization factors, shape systematic uncertainties are shown in
Table D.1, D.2, and D.3, respectively.

Table D.1: A summary of normalization factors is shown. Float in the Value column implies that the
normalization factor moves freely.

Nuisance Parameter Sample Category Value

norm WLepMerged W+ jets merged Float
norm WLepResolved W+ jets resolved Float
norm ZLepMerged Z+ jets merged Float
norm ZLepResolved Z+ jets resolved Float
norm ttbarLepMerged tt̄ merged Float
norm ttbarLepResolved tt̄ resolved Float
SysVVNorm diboson common in all regions 30%
SysStopNorm single top common in all regions 20%
SysWjetsNorm0LepResolved W+ jets 0lep,resolved 14%
SysWjetsNorm0LepMerged W+ jets 0lep,merged 8%
SysZjetsNorm0LepResolved Z+ jets 0lep,resolved 22%
SysZjetsNorm0LepMerged Z+ jets 0lep,merged 42%

Table D.2: A summary of shape modeling systematics is shown.

Nuisance Parameter Sample Category Description

SysMODEL Wjets MadGraph W+ jets VCR,SR SHERPA v.s. MADGRAPH5 aMC@NLO
SysMODEL Zjets MadGraph Z+ jets VCR,SR SHERPA v.s. MADGRAPH5 aMC@NLO
SysMODEL VV PwPy Diboson SR SHERPA v.s. POWHEG+PYTHIA8
SysMODEL ttbar rad tt̄ SR QCD-scale
SysMODEL ttbar Herwig tt̄ SR POWHEG+PYTHIA8 v.s. POWHEG+HERWIG
SysMODEL ttbar aMcAtNlo tt̄ SR POWHEG v.s. MADGRAPH5 aMC@NLO
SysINTERFERENCE VBSvsQCDVV signal SR Interference: Re(MEW ·M∗

QCD)

SysMJ El EWK multijet 1-lepton Twice of EWK scale factor
SysMJ Mu EWK multijet 1-lepton Difference of electron id in MET reconstruction
SysMJ Mu METstr multijet 1-lepton Difference of muon isollation in MET reconstruction
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Table D.3: A qualitative summary of the systematic uncertainties included in this analysis is shown.

Source Description Nuisance Parameter

Electrons

Trigger EL EFF Trigger TOTAL 1NPCOR PLUS UNCOR
Energy scale EG SCALE ALL
Energy resolution EG RESOLUTION ALL
ID efficiency SF EL EFF ID TOTAL 1NPCOR PLUS UNCOR
Isolation efficiency SF EL EFF Iso TOTAL 1NPCOR PLUS UNCOR
Reconstruction efficiency SF EL EFF Reco TOTAL 1NPCOR PLUS UNCOR

Muons

pT scale MUONS SCALE
pT scale (charge dependent) MUON SAGITTA RHO
pT scale (charge dependent) MUON SAGITTA RESBIAS
pT resolution MS MUONS MS
pT resolution ID MUONS ID
Isolation efficiency SF MUON ISO SYS
Isolation efficiency SF MUON ISO STAT
Muon reco & ID efficiency SF MUONS EFF STAT
Muon reco & ID efficiency SF MUONS EFF STAT LOWPT
Muon reco & ID efficiency SF MUONS EFF SYST
Muon reco & ID efficiency SF MUONS EFF SYST LOWPT
Track-to-vertex asociation efficiency SF MUON TTVA SYS
Track-to-vertex asociation efficiency SF MUON TTVA STAT

Emiss
T

Trigger scale factor METTrigStat
Trigger scale factor METTrigTop
Soft term MET SoftTrk ResoPerp
Soft term MET SoftTrk ResoPara
Soft term MET SoftTrk Scale
Trigger SF METTrigStat
Trigger SF METTrigTop

Small-R jets

JES globally reduced JET BJES Response
JES globally reduced JET EffectiveNP 1
JES globally reduced JET EffectiveNP 2
JES globally reduced JET EffectiveNP 3
JES globally reduced JET EffectiveNP 4
JES globally reduced JET EffectiveNP 5
JES globally reduced JET EffectiveNP 6
JES globally reduced JET EffectiveNP 7
JES globally reduced JET EffectiveNP 8restTerm
JES globally reduced JET EtaIntercalibration Modelling
JES globally reduced JET EtaIntercalibration NonClosure
JES globally reduced JET EtaIntercalibration TotalStat
JES globally reduced JET Flavor Composition
JES globally reduced JET Flavor Responce
JES globally reduced JET Pileup OffsetMu
JES globally reduced JET Pileup OffsetNPV
JES globally reduced JET Pileup PtTerm
JES globally reduced JET Pileup RhoTopology
JES globally reduced JET PunchThrough MC15
JES globally reduced JET SingleParticle HighPt
Energy resolution JET JER SINGLE NP
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Table D.4: A qualitative summary of the systematic uncertainties included in this analysis is shown.

Large-R jets

pT scale and mass scale Jet Comb Modeling Kin
pT scale and mass scale Jet Comb Tracking Kin
pT scale and mass scale Jet Comb Baseling Kin
pT scale and mass scale Jet Comb TotalStat Kin

D
(β=1)
2 scale Jet Rtrk Modeling D2

D
(β=1)
2 scale Jet Rtrk Tracking D2

D
(β=1)
2 scale Jet Rtrk Baseling D2

D
(β=1)
2 scale Jet Rtrk TotalStat D2

pT resolution FATJET JER

D
(β=1)
2 resolution FATJET D2R

Mass resolution FATJET JMR

b-tagging

Flavor tagging scale factors FT EFF Eigen Light0
Flavor tagging scale factors FT EFF Eigen Light1
Flavor tagging scale factors FT EFF Eigen Light2
Flavor tagging scale factors FT EFF Eigen Light3
Flavor tagging scale factors FT EFF Eigen Light4
Flavor tagging scale factors FT EFF Eigen B0
Flavor tagging scale factors FT EFF Eigen B1
Flavor tagging scale factors FT EFF Eigen B2
Flavor tagging scale factors FT EFF Eigen C0
Flavor tagging scale factors FT EFF Eigen C1
Flavor tagging scale factors FT EFF Eigen C2
Flavor tagging scale factors FT EFF Eigen C3
Flavor tagging scale factors FT EFF Eigen extrapolation
Flavor tagging scale factors FT EFF Eigen extrapolation from charm
Pileup reweighting PRW DATASF
Luminosity LumiNP

Theory Signal Signal PDF
Signal Signal ISR FSR
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[146] Torbjorn Sjöstrand, Stephen Mrenna, and Peter Z. Skands. “PYTHIA 6.4 physics and manual”.
In: JHEP 05 (2006), p. 026. DOI: 10.1088/1126-6708/2006/05/026. arXiv: hep-
ph/0603175.
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