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Abstract

The discovery of a Higgs boson in 2012 at the Large Hadron Collider and subsequent measurements of its
properties represent a major milestone in the understanding of electroweak symmetry breaking. A study
of the vector boson scattering provides essential tests that the Higgs mechanism is the sole source of the
electroweak symmetry breaking. Additionally, new physics beyond the standard model that alters the
quartic gauge couplings or the presence of additional resonances predicts enhancements for amplitudes
of the vector boson scattering at high transverse momentum of the vector bosons and high invariant mass

of the diboson system.

This thesis reports the first study for the weak vector boson scattering processes with semileptonic final
states WW/WZ/ZZ + jj — lvqq/llqq/vvqq + jj) with data collected by the ATLAS detector in
2015 and 2016 at the Large Hadron Collider corresponding to an integrated luminosity of 35.5 fb~!.
The vector boson scattering processes with semileptonic final states are measured with an observed
(expected) significance of 2.7 (2.5) standard deviations, and the fiducial cross-section is measured to be
G%%{,O{’,i,jj =451+ 8.6(stat.)f}3:2(syst.) fb, where stat and syst represent the statistical and the sum of

systematic uncertainties, respectively.

Since the measurement is compatible with the standard model prediction, the results are interpreted in
terms of anomalous quartic gauge couplings in the context of the dimension-8 effective field theory. The
limits obtained by this thesis are the most stringent to date.

In addition, this thesis achieved several remarkable improvements on the hadronically decaying weak
boson identification techniques; the first measurement on the large-R jet energy resolution with the ob-
served data; the first development for the machine learning based weak boson identification algorithms;
and the first development for the polarization-sensitive large-R jet observable. Those results open new
windows to detailed inspections of the vector boson scattering processes at the high invariant mass of
the diboson system. Moreover, those results can be applied to other physics analyses using the highly
boosted W or Z boson, for example, searches for new physics beyond the standard model with signatures

of WW, WZ, and ZZ, and measurements of high-momentum W or Z boson differential cross-sections.
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CHAPTER 1

Introduction

The ultimate goal of particle physics is the discovery of the equation of motion of elementary particles
governing our universe. Physicists have been uncovering the nature of “elementary” over time, and they
reached the standard model of elementary particle physics (SM) which is the state-of-the-art understand-
ing of particle physics to date. It is experimentally confirmed that the SM precisely predicts phenomena
up to around the electroweak scale. In spite of its great success, there are plenty of uncovered mysteries
such as dark matter [1, 2], dark energy [3, 4], Higgs boson mass [5, 6], and strong CP problem [7-9]
among other things. Therefore, new physics beyond the SM (BSM) must exist at the TeV-scale or higher.

The Large Hadron Collider (LHC) [10] is the largest collider in the world, which accelerates protons up
to a center-of-mass energy /s = 13 TeV. The LHC reproduces situations of the universe after 10~'°
seconds since the birth of the universe which gives us an opportunity to test elementary particle physics
theory around the TeV-scale. The ATLAS detector is made for the full reconstruction of those collision
events incorporating the latest experimental technologies. In 2012, both the ATLAS [11] and CMS [12]
experiments discover the last piece of the SM, the Higgs boson [13, 14].

Although four years of the successful operation of the LHC at /s = 13 TeV, no clear evidence of
BSM has been found. Of course, physicists may have missed BSM phenomena while those have already
been produced, however, the LHC might not reach to produce the lowest energy scale of BSM. The
search for non-resonant objects which searches for deviations from the expectations of the differential
cross-sections for the SM has attracted attention in recent years because it is sensible to BSM signals
at the energy scale higher than the experimental reaches of direct resonant searches. Interestingly, this
approach follows a history of the discovery of W boson. Beta-decay is explained by Fermi’s interaction
while the theory is valid up to 100 GeV'), this leads to the theoretical necessity of W boson found by
Glashow-Weinberg-Salam [15-17].

Weak vector boson scattering (VBS) is the most essential process to probe the electroweak sector of
the SM since the leading order of Feynman diagrams only involve electroweak or Higgs bosons. The
corresponding differential cross-sections are highly sensitive to theories for the alternative solution of
electroweak symmetry breaking (EWSB) [18, 19]. Notably, such deviations are generally expected to be
more significant in higher energy scatterings.

Both the ATLAS and CMS experiments have observed the existence of the VBS processes by using
same-sign WEWjj channel [20, 21], WZjj channel [22], and ZZjj channel [23] with the 5 standard

deviations in the fully leptonic final states (full-leptonic). An evidence with 3 standard deviations of the

DThis thesis is based on the Planck units.

10



VBS process is also obtained in Zyjj [24] channel using pp collisions at /s = 13 TeV. Measurements
of fiducial cross-sections for the VBS processes are reported for the WZjj [25, 26], Zvjj [24, 27], and
WYijj [28] channels. Constraints on anomalous quartic gauge couplings are reported in References [24,
26-34].

All of the above discoveries and an evidence for the VBS processes have been reported with full-leptonic
final states. In general, backgrounds for most of collider physics searches are induced by quantum
chromodynamics (QCD), hence requiring full-leptonic final states can reduce backgrounds drastically
and extract very pure signal events from huge collision datasets. Thanks to this, full-leptonic final states
have an advantage in discoveries and precise measurements for relatively low-energy phenomena, thus
analyses with full-leptonic final states have been reported discoveries of the VBS processes sooner than
analyses with the other final states. On the other hand, the leptonic decay of the weak vector boson
loses its statistics due to its tiny branching fraction; for instance, the branching fraction of full-leptonic
decay of WEW=jj is less than 10% out of total. Consequently, the experimental energy reach for vector
boson scatterings by full-leptonic channels is O(100) GeV at the highest. This leads to huge loss for
opportunities to prove EWSB because the SM without the Higgs boson predicts divergence of scattering
amplitude around 1 TeV and various BSMs predict deviations from the scattering amplitude of the SM at
higher energy ranges than 1 TeV. More details on the theory and models are described in Chapter 2. The
semileptonic decay of vector bosons (WV — {vqq, ZV — vvqq, ZV — {{qq, where V represents W
and Z) for the VBS processes have typically five times larger branching fractions than full-leptonic ones.
Therefore, the semileptonic VBS analysis is a great probe for the highest energy VBS, i.e. it has one of
the best sensitivity to BSMs related to EWSB. References [32, 34] report analyses similar to study in
this thesis, while the former focused on the EW production of VVjj in the WV — {vqq channel only
and performed at /s = 8 TeV, the latter focused on only BSM search in WV — {vqq, ZV — vvqq
final states at /s = 13 TeV. This thesis presents the first search for both the SM VBS processes
and anomalous quartic gauge couplings with the vector boson pair decaying semileptonically at /s =
13 TeV.

This thesis consists of nine chapters: Chapter 2 introduces theoretical foundations for this study with
a brief introduction to particle physics. The CERN accelerator complex and the ATLAS detector are
described in Chapter 3. Definitions of the physics objects and those identifications are summarized
in Chapter 4. The large-R jet is the key object to the semileptonic VBS analysis, and the algorithms
attendant on it are fairly complex, thus Chapter 5 describes large-R jet reconstruction and identification
techniques in detail. The main component of this thesis, the search for semileptonic VBS is described
in Chapter 6. Chapter 7 describes interpretations of the results with the effective field theory. The
conclusions of this thesis are described in Chapter 8. Further discussions for future measurements are
summarized in Chapter 9.
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CHAPTER 2

Theoretical Foundation

This chapter describes theoretical foundations for the semileptonic VBS analysis. Section 2.1 describes
specific introductions to the SM related to EWSB. Section 2.2 demonstrates the unitarity violation in the
SM without the Higgs boson and its recovery by the processes related to Higgs-exchanges. Introductions
to the anomalous quartic gauge couplings (aQGC) and the effective field theory (EFT) are described in
Section 2.3. Due to its importance in the semileptonic analysis, the jet phenomenology is separately

summarized in Section 2.4.

2.1 The Standard Model of Elementary Particle Physics

The standard model of particle physics (SM) consists of three parts: the gauge interaction, the fermion
fields, and the Higgs mechanism. The gauge interaction explains the interaction between fermions and
gauge self-interaction known as the strong force, weak force, and electromagnetism based on the gauge
principle explained in Section 2.1.1. Fermion fields form the matters themselves due to the nature of
Fermi-Dirac statistics, the list of the fermion fields is described in Section 2.1.3. The Higgs mechanism

gives masses to elementary particles by EWSB explained in Section 2.1.2.

2.1.1 Gauge Principle and SM Lagrangian

The gauge transformation is a phase transformation of a field. A simple case for a one-parameter gauge

transformation (UL(1)) is shown in

d— ' =e P, ¢f — o = ple, 2.1)

where ¢ is a complex scalar field. o is a gauge parameter limited in an arbitrary real number. A
special case in which « depends on space-time is called local gauge transformation. The gauge principle
requires that a Lagrangian is invariant under the local gauge transformation. In the SM, the strong, weak
and electromagnetic forces are the results of internal symmetries of the SM Lagrangian, SU(3), SU(2),

and U(1) gauge symmetries, respectively.

The SM Lagrangian density is symbolically given by

12



2.1. THE STANDARD MODEL OF ELEMENTARY PARTICLE PHYSICS

1 - _
L=——(F8)? + DIv"Dub) + yiydbiid + hoc. + [Dudl* + 12 dTd — AT )2, (2.2)

4
where Fi, = 0,AJ — 0vA] + gf“bCAEAS, and Dy, = 0y, — igA[it} for fermion field P, scalar field ¢,
gauge field A, Yukawa coupling yy;, Higgs self-coupling A, representation matrices t;', gauge coupling
g, structure constant f4°¢, matrix representation of the Clifford algebra y*, and h.c. stands for Hermi-
tian conjugate. Structure constants f*°¢ are non-zero for non-Abelian groups such as strong and weak
forces, therefore, the forces interact with themselves, namely, they have Quartic Gauge Coupling (QGC)

described in Section 2.2.

Notably, although fermions in nature have masses, there is no explicit mass term in Equation 2.2, and
charged SU(2) fields can only have the Dirac mass expressed by m g + h.c. which explicitly breaks
the gauge symmetry. Hence, the gauge symmetry, which is one of the most fundamental symmetry ever
in physics is actually broken in our universe. A beautiful mechanism that explains masses of elementary

particles despite preserving gauge symmetry at the early universe is EWSB by the Higgs potential.

2.1.2 Higgs Potential and Electroweak Symmetry Breaking

Let a SU(2) doublet: ¢ = i] with a potential V(pTd) = > + A(dpTd)? adds to a Lagrangian
2

with SU(2) x U(1) symmetry. Let i have a dependency on temperature, the ground state of the potential
has a non-zero value for p? < 0 which is called vacuum expectation value v. This is the EWSB, and as
a result, three of four degrees of freedom mix with force carriers of SU(2) x U(1) (W /Z bosons in the
SM), and fermions obtain masses by Yukawa interaction [35]. The remaining degree of freedom of the
Higgs potential becomes a scalar boson, the Higgs boson.

2.1.3 Elementary Particles

The elementary particles which follow Equation 2.2 and discovered to date are summarized in Table 2.1,
and those constants are summarized in Table 2.2. All of the particles have already been observed in
experiments. The weak bosons are the spin-1 particles obeying the Bose-Einstein statistics which have
masses around 100 GeV. The weak bosons decay pairs of fermions whose branching fractions are dis-
cussed in Section 2.2.2. The fermions are the spin-1/2 particles obeying the Fermi-Dirac statistics which
have masses proportion to the Yukawa couplings. The color triplet (singlet) fermions are called quarks
(leptons). The Higgs boson is the only spin-0 particle obeying the Bose-Einstein statistics, and its mass
is measured as ~ 125 GeV.

13



2.1. THE STANDARD MODEL OF ELEMENTARY PARTICLE PHYSICS

Table 2.1: A list of the elementary particles of the SM after EWSB and those representative quantum
numbers is shown. J, Q, and SU(3) stand for spin, electric charge, and color charge. Bold characters
represent the color multiplet, singlet, triplet, and octet.

Field ] Q Su@)

u,c,t 1/2  2/3 3
d,s,b 1/2 —1/3 3
Vey Vi Ve | 1/2 0 1
e, T 1/2 -1 1
h 0 0 1
0% 1 0 1
VA 1 0 1
w 1T &1 1
g 1 0 8

Table 2.2: A list of parameters related to particle fields shown in Table 2.1 is shown. sy = sin(6y) is
a sine of the Weinberg angle. Values are taken from Reference [36].

Parameter Name Expected or Measured Value
Yu=102y.=7x1072,y, =1,

Yukawa Couplings Ya=3x107,ys =5 x 1074, yp = 0.03,
Ye =3 x107%y, =6 x 1074,y = 0.01

Fine Structure Constant o=1/127

Strong Coupling Constant s =0.12

Weinberg Angle 5%\/ =0.23

Higgs Self Coupling Constant A=0.1

PMNS matrix (parametric representation) 017 = 34, 013 = 8.5, 0,3 = 247, 6cp = 200
CKM matrix (parametric representation) 012 = 13.0, 013 = 0.2, 03 =2.4,013=1.2

14



2.2. WEAK VECTOR BOSON SCATTERING

2.2 Weak Vector Boson Scattering

Due to the non-Abelian structure of SU(2), electroweak bosons have triple and quartic vertices. In the
hadron collider physics, the VBS processes are one of the best probes to examine the structure of EWSB
at the highest energies since those are only related to the Higgs bosons or electroweak bosons at the
leading order of Feynman diagrams. The leading order of Feynman diagrams for the VBS processes are

shown in Figure 2.1.

LKA

Fig. 2.1: The leading order Feynman diagrams of VBS are shown. From the left, those correspond to
My, My, M3, My, and Ms of Equation 2.8. The wavy and dashed lines represent the vector boson
fields and Higgs fields, respectively.

2.2.1 Role of Higgs Boson in VBS

The virtue of the VBS processes derives from the cancellation of the unitarity violation by the quartic
gauge couplings and the Higgs boson exchange explained as follows . Let a W*W~ scattering be

considered,
W (ki, A1) + W7 (ko, A2) — W (k3,A3) + W (Kay Ag), (2.3)

where k; and A; are the momenta and helicities of the W bosons, respectively.

The z-axis is defined by direction of an incoming W™ boson, and the x-axis is defined by a perpendicular
component to z-axis of an outgoing W~ boson direction. The k; and polarization vectors €;(A;) are

expressed explicitly in the center-of-mass frame as follows,

k' = (Ew,0,0,—pw),
Ky = (Ew,0,0,pw),
kS = (Ew,—pwsin6,0,—pwcos0),
ki = (Ew,pwsin6,0,pwcosb),
ef(0) = (—pw,0,0,Ew)/Mw,
e’(0) = (—pw,0,0,—Ew)/Mw,

DThis discussion is based on Reference [37].
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2.2. WEAK VECTOR BOSON SCATTERING

(
(
(
= (0,1,41,0)/V2,
(
(

Pw, —Ewsin 0,0, —Ew cos 0)/ My,
Pw, Ew sin 0,0, Eyy cos 8)/Myy,
O) —1 ) :H') 0)/\/2,

0, —cos 0, Fi, sin0)/v/2,
0, cos 0, Fi, —sin 0)/v/2,

2.4)

where 0 is a scattering angle between k3 and z-axis, myy, Ew, and py are mass, energy, and absolute

value of momentum of W boson, respectively. The Mandelstam variables are defined as

= (ki +ko)? = 4E,
= (k1 —k3)? =4pjysin”6/2,
= (ki—k4)? = —4p%,v cos? 0/2.

Polarized and unpolarized (unpol.) differential cross-sections are represented as

(1)
dQ A1,A2,A3,0

(i)
dQ unpol.

1
2
6477'[25 ‘MA1 JA2,A3,A4 | )

S IO N € N

A A=—1A3,A=—1 AA2,A3,A4

(1 e 1
where M)\1,7\2,7\3,7\4 = — -+ -5 5 M;
s sy s—my
1 c& 1
R - e B
t Sw t— my
2
e
— 2 M
Sw
eZM%,V 1
) 7 My
Sy S— My
ezM%,v 1
- 2 2 M5’
sy t—my

(2.5)

(2.6)

2.7)

(2.8)

where o, (), e, myy, and myz stand for cross-section, solid angle, electric charge, masses of the Higgs and

Z bosons, respectively. cy and sy, represent cosine and sine of Weinberg angles, respectively. M;-Mjs

represent matrix elements corresponding to the Feynman diagrams in Figure 2.1, which are explicitly

shown in Appendix A. At high energies (s > my,t), M, and M5 are the dominant components, and

M; x s while M5 o —s. If there is no Higgs boson, i.e. my — oo, the M5 term disappears and M, s

violates unitarity. The existence of the Higgs boson implies that the M5 term cancels the M; term, as a

result, the unitarity for the VBS processes preserves.
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2.2. WEAK VECTOR BOSON SCATTERING

Total cross-sections are given by integration over the range for the phase-spaces:

360° 180°—0cut do
G:JO dd)J do sined—Q, (2.9)

9Cut

where 0.+ represents a polar angular cut. Cross-sections at high-energy for each polarization state are

expressed as

2 MZ + M2)(2M2L,. + M2 —26¢% —¢*
o — ﬂoi<( o+ M2)( i ¢+ H°)+c75 - 6¢ 2(:)’ 2.10)
Sy S 4My,, 48cyy, (1 —c?)
5 _ o T (MR AMG, + MEYLe
HLT st §? 4M¥
w w
+03(M§{ +2(3M3, + M3))? — (6 — c?)(2M3, + M§)2>
)
12ME,
= OLLTL = 20LTLL = 20TLLL, (2.11)
2 2
ot 1c(3+c
OLLIT = 7'[345(6):40—TTLL» (2.12)
w
2 2
o1 fce(b—c
omr = g <(.|_C2)+2Lc> = OTLTL, (2.13)
w
2 2 4 4
o 1 (5 —c%) (M}, + M7)
OLTTL = ngg ((Mﬁ+M§+2M%{(8M%V+M%))LC+c 2“_2{2) Z
c(8MZ, + M2)(18M?, + (3 + c?)(8M3, + M2
{ S8+ M) 18V + 3.+ )80, Z))) w14
o 1 2 3
oLTTT = *WST?MW(29C+3C +20LC):ULTTTZZUTTLTZZUTTTL) (215)
w
21/ 75 —26c%2—¢c*
OTTTT = 7'[0(7* C#+8Lc y (2.16)
SR 3(1 —c?)

where ¢ = cosOcyt, Lc = In }fﬁ L and T denote longitudinal and transverse polarizations, respectively.

\/s dependency for each polarization state combination is shown in Figure 2.2.

The cross-sections for each polarization combination and the cross-section without the QGC nor Higgs
diagram are illustrated in Figure 2.2. The WTWT — WTWT scattering is dominant in the whole ampli-
tude of the SM, and WWT — WIWT and WEWL — WIWT processes are following. The processes
containing polarization flips are suppressed by two or more orders of magnitude. If either QGC or Higgs
diagrams are missing in the SM, the electroweak coupling becomes strong around +/s ~ 1 TeV, and the
unitarity of the WEWE — WIWT process is ultimately violated. In other words, the SM without the
Higgs boson is no longer valid above TeV-scale. This extending of the validity of the SM is the other
essential role of the Higgs boson besides a well-known mass generation mechanism. Therefore, a mea-
surement of the cross-section around /s ~ 1 TeV is one of the crucial tests of EWSB. The discussions on

cases of existing another source of EWSB adding to the Higgs mechanism are introduced in Section 2.3.
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Fig. 2.2: Individual cross-section for each polarization combination (left) and cross-sections for various
cases in which (a) Triple Gauge Coupling, (b) Quadratic Gauge Coupling, and (c) Higgs exchanges [37]
are shown. The solid, dashed, dash-dotted lines represent the SM, SM without QGC nor Higgs changes,
and SM without Higgs exchanges, respectively.

2.2.2 Production Cross-Sections and Branching Fractions

The total production cross-sections for each vector boson combination, W*W*, W*WT W+Z7 and
ZZ at a center-of-mass energy of 13 TeV are calculated with the MADGRAPHS5_aMC@NLO 2.6.7 [38]

event generator as shown in Table 2.3. The leading contribution to the total cross-section comes from

Table 2.3: A list of the total production cross-sections for each process calculated with the MAD-
GRAPH5_aMC@NLO 2.6.7 event generator at 13 TeV proton-proton collisions. The Electroweak tt
contributions are removed from the calculations by the Feynman diagram level.

Process ‘ cross-section [pb]
pp — WEWHjj 0.36
Pp — WEWTjj 1.13
PP — WiZ)’j 0.65
pp — Z7Zjj 0.14

the opposite-sign WW scattering process which is three times larger than that of the same-sign WW
scattering process. The W*Z and ZZ scattering processes have subdominant contributions. For the
purpose of observations of the highest energy VBS events which primarily need statistics, utilizing the

opposite-sign WW scattering process is important.

The branching fractions for W and Z bosons are shown in Figure 2.3. For both of them, hadronic final
states have dominant fractions, approximately 70%. Leptonic decays are subdominant, 10% and 3% for
each W and Z boson. Moreover, the decays to T are significantly hard to analyze because those are
various decay modes, and the dominant hadronic decay is similar to jets. Thus making use of hadronic

decay earns rich statistics to analyze.

Final states of the VBS processes are categorized as full-leptonic, semileptonic, and full-hadronic where
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3.363%
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B owv/pp [ ICC
O tv/tt

Fig. 2.3: Pie charts representing branching fractions for W (left) and Z (right) boson are shown. An-
tiparticles are not explicitly shown. q represents u, d, s, c, and b quarks. Values are taken from Refer-
ence [36].

WwW WZ 77
3.1%
6.6%
20.4% 13.8% .
@ full-leptonic [ semileptonic [l full-hadronic
[ including Ts [ full-invisible

Fig. 2.4: Pie charts representing ratios of each final state are shown. The full-leptonic includes
WW — lvly, WZ — 1vll, and ZZ — 1lLL/1lvv, where | and v represent charged leptons (e/u) and
neutrinos (Ve/v,./V<), and spectator quarks coming from protons are not explicitly shown. The includ-
ing Ts represents final states including one or more ts. The full-invisible represents ZZ — vvvv. The
semileptonic includes WW — lvqq, WZ — lvqq/llqq, and ZZ — llqq/vvqq. The full-hadronic
includes WW/WZ/ZZ — qqqq.
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both vector bosons decaying leptonically, only one of them decaying leptonically, and both of them
decaying hadronically, respectively. Decays including taus and full-invisible decay where ZZ — vvvv
are categorized separately. The branching fractions for each category are summarized in Figure 2.4.
The semileptonic analysis has typically 6-10 times larger branching fractions than that of full-leptonic

analysis.

The production cross-sections times branching ratios, which are proportional to the number of events

produced in the LHC, are summarized in Figure 2.5. The same-sign dilepton analysis which has already

g ]
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11 lvw  ssWW lllv. osWW semilep fullhad

Fig. 2.5: A summary of production cross-section times branching ratio (BR), where 1l11,1lvv, and Illv
indicate ZZ — U1l/1lvv, and WZ — 1llv, respectively. ssWW and osWW denote WEW* — 1Eyl+y
and WEWT — 1Hv1Fv, respectively.

been reported observations is roughly 40 times less than that of the semileptonic analysis. Thus, for
observations of the highest energy scatterings, the semileptonic or full-hadronic final states have huge
advantages. The full-hadronic final states have enormous backgrounds from QCD induced multijet pro-
cesses, hence, it is hard to reduce the background enough to observe the VBS processes. Therefore, the
semileptonic final states are the most appropriate for the physics motivations mentioned in the previous

section.

20



2.3. ANOMALOUS QUARTIC GAUGE COUPLING AND EFFECTIVE FIELD THEORY

2.3 Anomalous Quartic Gauge Coupling and Effective Field Theory

The unitarity of the amplitude recovered by quartic gauge boson couplings and the Higgs boson ex-
changes can be broken again by additional modification of quartic gauge coupling by BSM. It is referred
to as anomalous quartic gauge couplings (aQGC). For example, if an additional source of EWSB exists,
the mediator must be coupled to the vector bosons and it affects the amplitudes of the VBS processes
where the momentum transfer squared close to the mediator mass squared. Experimentally, aQGC can
be observed as a deviation of the scattering amplitude from the SM prediction. There are three classifi-
cations of aQGC. A first classification of BSM is a composite Higgs model which explains the observed
Higgs boson as a composite state of new particles. This classification consists of the technicolor the-
ory and Pseudo-Nambu-Goldstone bosons. The former regards that the Higgs boson is generated by a
technicolor mechanism [39, 40], the latter regards the Higgs boson as a pseudo-Nambu-Goldstone boson
arising from the spontaneous breaking of an approximate global symmetry, such as SO(5) — SO(4)
[41]. A second classification of BSM explains dark matter without any new particles. An example of this
classification is that The Electroweak-Skyrmion [19, 42] which explains dark matter with an effective
theory of the electroweak sector as an analogy with Skyrme solution of the nucleon [43]. The last clas-
sification of BSM is that there are additional heavy Higgs bosons [44], such as the Two Higgs Doublet
Model [45]. The effects for aQGC are suppressed at low-energy phenomena such as Higgs boson total

cross-section measurements, therefore, the direct VBS measurements bring invaluable information.

2.3.1 Effective Field Theory for Vector Boson Scattering

Since aQGC can claim many different models, model-independent interpretation is desired. Effective
Field Theory (EFT) [46] is used for new physics interpretations throughout this thesis, which is a widely
used theoretical framework to search for general new physics effects from much higher energy scales

than the current experimental reach.
The Lagrangian of the EFT is given by
f%im-n

com=tsr Y Y Sogm, @1

n>4 Xecoperators

where Lsy is Equation 2.2, f%im'” is coupling constant, A is a cutoff scale, O is operator, and n is mass
dimension fulfilling n > 4. Since Lgrr = Lspm for A — oo, the SM is a low-energy effective field
theory in the context of the EFT framework. The EFT is particularly useful because heavy particles too
heavy to produce are ignored in the EFT, and it gives a vast simplification for calculations. One awful
feature of eliminating heavy particles is a nonrenormalizability, in which nontrivial effects of the heavy
particles appear in higher dimensional interactions. Thus the validity of the EFT is bounded up to masses
for the heavy particles (/A) where is ensured to be renormalizable.

Examples of 6- and 8-dimensional EFT diagrams for gauge interaction are shown in Figure 2.6. Note

that stringent limits on dim-6 interaction have already been set by using simple diboson processes in
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2.3. ANOMALOUS QUARTIC GAUGE COUPLING AND EFFECTIVE FIELD THEORY

Fig. 2.6: Examples of 6- (left) and 8-dimensional (right) vertices. The wavy line denotes the vector
boson field. The dot represents an anomalous gauge coupling.

WV — lvqq final states at CMS [47], ZZ — 1lvv at ATLAS [48] at /s = 13 TeV with 36 fb~! data.

Therefore, searches for aQGC in this thesis focus on only 8-dimensional operators.

The Eboli model [49] classifies all aQGC in the linear/non-linear realizations of the gauge symmetry
including up to two derivatives action on the gauge boson fields, which is used as a benchmark model of
dimension-8 EFT for gauge interaction in Chapter 7. The operators are explicitly shown as follows.

The operators which contain only Higgs doublet ¢ are

Lo = [(Dud)'Dyd] x [(DH)ID0], 2.18)
L = [(Dud)D 6] x [(Dy) D0, (2.19)
Lo = |(Dud)'Dyo| x [(D")'D]. (2.20)

The operators which contain both Higgs doublet ¢, SU(2); field strength \7\\/”\, = Z]. Wgw(Yj /2, and
U(1)y field strength By, are 2)

Imo = Tr [WuWH] x [Dﬁ(p TD%} 2.21)
Ly = [A y Pﬂ X [Dﬁcp TD%] (2.22)
Lva = [BwB"]x [(Dﬁd))TDBd)} (2.23)
Ly = :BWBHB] x [(Dﬁop)TD“q)], (2.24)
vy = :(Ducb)TWBVD“d)] x BAY, (2.25)
Ly = _(Duq))TvAvﬁvDVq)} x BBH, (2.26)
Ly = :(Du¢)TWﬁVWﬁVDV¢} . 2.27)

Y1Lme, L13, and L4 are turned out to be verbose afterward.
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The operators which contain only gauge fields are

Lo = Tr Wi W] Tr [WepWef] (2.28)
In = Tr W WHE| x Tr [Wyg W], (2.29)
L = Tr|WeWHe| x Tr [We, W], (2.30)
L = Tr[WuWH] x BagB*®, (2.31)
Lis = Tr|[WuWHB]| x BB, 2.32)
Ly = Tr|WeWH]| x By, B, (2.33)
Ls = BuB"BypB*®, (2.34)
Ly = BuuB"PByBYP. (2.35)

Hence Lg is the Hermitian conjugate of Ls;, those coefficients move proportionally (fso JAY = fgr/AM).
Those two operators and coefficients are hereafter collectively called Lsp, and fsp,, respectively. As
shown in the above, operators having similar structures are grouped (as Lsx, Lmx, and Ltx), accordingly,
events interacted by the operators in each group have similar kinematics. One obvious difference be-
tween those groups is polarization states of vector bosons. Weak bosons interacted by Lsx operators are
longitudinally polarized, whereas ones interacted by Lyx operators are transversely polarized, and ones

interacted by Ly1x are those mixtures.

To organize correspondence between operators and vertices, quartic gauge vertices affected by those
operators are summarized in Table 2.4. Since the semileptonic VBS analysis is contributed by WW, WZ,

and ZZ outgoing weak boson pair, it is possible to search all of the dimension-8 EFT operators.

Table 2.4: Correspondences between operators and vertices are shown. A small circle (o) stands for the
existence of the vertex with the interaction by the operator.

operators ‘ WWWW  WWZz7Z 7777 WWyZ WWyy ZZ7Zy ZZvyy Zyyy YYYY
Lsoz, Ls1 . . .

Lmo, Lm1, Lmy ° ° ° ° ° ° °

Lmz, Lm3s, Lma, Lvs ° ° ° ° ° .

Lvo,Lt1, 12 ° ° ° ° ° ° .

Lts,Lts, L17 . . . . . .

Lys, Lo ° ° °

2.3.2 Latest Limits on Coefficients for Dimension-8 Operators

The latest limits on the coefficients of dimension-8 EFT operators for vector boson interactions in terms
of the Eboli model with full-leptonic final states are summarized in Table 2.5. Most of the limits are
provided by WEW+ — 1vlv and Z+y — 11y processes. aQGC searches with semileptonic final states
by CMS have better sensitivity than full-leptonic searches as shown in Reference [34].
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Table 2.5: The best limits by leptonic search on coefficients for dimension-8 EFT operators shown in
Equations 2.18-2.35 are shown. Currently, all the limits are provided by the CMS collaboration, and
results from the ATLAS collaboration are in preparation.

Full-leptonic analyses Center of mass energy,
Operator Observed Limit Process Integrated Luminosity, = Reference
[TeV™] Experiment
Lsoz [-7.7,7.7] WEWE 5 1vly 13 TeV, 35.9 fb~!, CMS [21]
Ls [-21.6,21.8] WEW*E 5 Ivlv 13 TeV, 35.9 fb~—!, CMS [21]
Lmo [-4.2,4.2] vy = WEWE S evpy - 8TeV, 19.7 fb~!, CMS [50]
Lwmi [-8.7,9.1] WEWE 5 vl 13 TeV, 35.9 fb~!, CMS [21]
Lv2 [-8.2,8.0] ZFy = 1y 13 TeV, 35.9 fb~!, CMS [24]
Lams [-21.0,21.0] Zty =y 13 TeV, 35.9 fb~!, CMS [24]
Lva [-15.0, 16.0] Zty = Wy 13 TeV, 35.9 fb~!, CMS [24]
Lwvs [ -25.0, 24.0] ZFy = 1y 13 TeV, 35.9 fb~!, CMS [24]
Lmz [-12.0, 12.0] WEW+E 5 Ivlv 13 TeV, 35.9 fb~!, CMS [21]
Lo [ -0.46, 0.44] ZZ — 1 13 TeV, 35.9 fb~!, CMS [51]
Lp [-0.28,0.31] WEWE 5 vy 13 TeV, 35.9 fb~!, CMS [21]
Lp [-0.89, 1.0] WEWE 5 vy 13 TeV, 35.9 fb~!, CMS [21]
L1 [-0.70, 0.74] Zty =y 13 TeV, 35.9 fb~!, CMS [24]
L1g [-1.6,1.7] Z*y = 1y 13 TeV, 35.9 fb~!, CMS [24]
L [-2.6,2.8] Zty =y 13 TeV, 35.9 fb~!, CMS [24]
L1s [-0.47,0.47] Z*y = 1y 13 TeV, 35.9 fb~!, CMS [24]
Lo [-1.3,1.3] Zty =y 13 TeV, 35.9 fb~!, CMS [24]

24



2.4. JET PHENOMENOLOGY

2.4 Jet Phenomenology

Due to the nature of the asymptotic freedom [52] in SU(3), an out-going high-energy colored particle
transforms a shower of partons (Parton shower), the shower stops when each parton cooled down to an
energy of approximately 1 GeV, then the partons become hadrons by picking up partons from a vacuum
to be color singlets (Hadronization). Therefore, a colored particle itself cannot be directly observed.
Experimentally, the resultant parton shower and hadronization, a bunch of hadrons is reconstructed as a
Jet. This section describes theoretical and phenomenological understandings of jets in Sections 2.4.1-
2.4.3%.

This thesis handles two sorts of jets which have different origins, one is hadronically decaying W/Z jets
(boson jets), and the other is the quark and gluon jets (q/g jets). An identification of boson jets from
q/g jets takes an essential role in the semileptonic VBS analysis. The invariant mass of a jet and D, are
used in Chapter 5. Sections 2.4.4 and 2.4.5 describe phenomenological understandings of the invariant

mass of a jet and D, respectively.

2.4.1 Factorization
The number of events generated by proton collisions with instantaneous luminosity £ is given by
Nevents = GJ Ldt, (2.36)

where o stands for the cross-section for a certain physics process. The cross-section o for a hadron
collider is not calculatable directly because it includes nonperturbative low-energy QCD. The factoriza-
tion theorem allows us to calculate it approximately from the product of low- and high-energy QCD
term. The high-energy QCD term is perturbative, thus it can be calculated at the desired order of QCD
couplings. The low-energy QCD term is approximated by phenomenological models constructed to fits

experimental data. The cross-section for the observable O can be written as

do ] h h dGab—F~ A
w02 J, axacte ) [ et txay ) (1) DO S 0,ue), 230)
d6qp—r 2 (A A
g J dD M5 (o _ O((DF)) : (2.38)

a and b in the first summation run over all partonic constituents of the colliding hadrons h; 7, respec-
tively. i (xq, uF) and fgz (xp, 1F) denote nonperturbative parton density function (PDF). The second
summation includes all possible final states for F in the processes ab — F with phase-space ®f. 6 repre-
sents the perturbative partonic cross-section for high-energy QCD, Dr(0 — O, 1) is a nonperturbative

fragmentation function®), M stands for the matrix element for the final state F with phase-space ®f.

3)Experimental definitions of the jets in this study are introduced in Section 4.5.
“The fragmentation and hadronization sometimes are used in the same meaning, while in this thesis, fragmentation repre-
sents both the parton shower and hadronization.
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Since the PDF is nonperturbative, it is estimated by fits to collision data. In this thesis, NNPDF30LO
PDF set [53] and CTEQG6L1 [54] are mainly used.

The dividing line of the perturbative and the nonperturbative terms cannot be determined a priori. The
arbitrary scale, factorization scale (uur) is defined for each calculation. Typically, it is an order of O(10 —
100) GeV.

The idea of the factorization is not to try to explain fragmentation part from the first principle, in other
words, the calculation for the fragmentation is needed to rely on the phenomenological model. The frag-

mentation process divided into parton shower and hadronization is described in the following sections.

2.4.2 Parton Shower

The parton shower takes the role of evolving outgoing colored partons from a scale of tp,q ~ O(10-100) GeV
down to a cutoff teyefr at which QCD is no longer perturbative. There is no first principle for the parton
shower, implementations of most of the Monte-Carlo (MC) simulations are based on a Markov Chain of
1 — 2 splittings from scale t; to ti;1, which referred to as leading logarithm (LL) approximation. The
two representative generators: PYTHIA [55] and HERWIG [56] use different choices of teytorr. PYTHIA

uses a pt ordered shower [57], whereas HERWIG uses angular ordering [58].

2.4.3 Hadronization

After the parton shower, outgoing partons become hadrons with a neutral color (hadronization). As is
the case with the parton shower, there is no first principle for the hadronization, PYTHIA and HERWIG
use different phenomenological models: String Model and Cluster Model. Both of them have various pa-
rameters to fit experimental data. Details for the models are described in Reference [59]. For simplicity,

explanations below taking into account only the hadronization of a pair of quark and anti-quark (qq).

String Model: The string model based on the dynamics of a relativistic string which represents the color
flow stretched between initial qg. The string generates a linear confinement potential and an area for

matrix elements:
M(qg — h1y--  hy)f oce ™A, (2.39)

where A is the space-time area swept out as shown in Figure 2.7, b is a coefficient. Kinks for the string
are generated by gluon radiations. This model has extra parameters for the distribution of transverse mo-
mentum and heavy particle suppression. It has several difficulties in the baryon production as described
in Reference [60].

Cluster Model: Before making hadrons, the model splits a gluon into two quarks (g — qq) nonper-
turbatively after the parton shower. This operation makes the final states having only color-singlet qg
combinations. Those color-singlet combinations are referred to as clusters, which mostly decay into pairs

of hadrons isotropically. This model has fewer parameters, however, it has difficulties in the decay of
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Fig. 2.7: A schematic graph of qq string in space-time is shown. The h; represents resultant hadrons
by the hadronization. The swept out area is referred to as A.

very massive clusters and appropriate suppressing of baryons and heavy quark productions. More details

for the cluster model are described in Reference [61].

Both of the string and cluster models (i.e. PYTHIA and HERWIG) reproduce jets reasonably, but not
perfectly. Therefore, PYTHIA and HERWIG are compared with each other for measurements of jet sub-
structure variables, and the difference is taken as systematic uncertainty for each measurement. Details

are described in Section 5.1.

2.4.4 Jet Mass

The invariant mass of jet is defined as

w2 (5

where E; and pj is energy and momentum of i-th particle in the given jet, respectively.

Ideally, the boson jet mass is identical to the mass of the boson, however, it acquires additional mass
from intrinsic sources such as large-angle gluon radiations during the parton shower and experimental
sources such as pileup collisions and detector noises. The trimming algorithm introduced in Chapter 5

removes the extra contributions, experimentally.

As for the q/g jet mass, the jet forms non-negligible mass by large-angle gluon radiation, though those
have tiny masses in elementally particle level. Assuming the leading order of Feynman diagrams, the

invariant mass distribution can be expressed by

40csC1 my

2.41
oy 98 ER (2.41)

fro(my) = —

where C is the color factor 4/3 for the color triplet and 3 for the color octet, E is the energy for the quark

or gluon, and R is a radius of the jet.

Simulated invariant mass for q/g jets and boson jets distributions and pr dependence for q/g jets are
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shown in Figure 2.8. As shown in the distribution, q/g jets obtain extra masses extended to a few hundred
GeV, although the mass peak for W jets are clearly distinguishable, therefore, the mass has discriminant

powers again jets from other origins.
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Fig. 2.8: Simulated W/top/q/g jets mass distributions (left) and median of the invariant mass for q/g
jets with respect to the jet pr (right) are shown. The jet masses originated from W bosons and top-quarks
are peaked on those pole masses (80 and 170 GeV). The masses of q/g jets peak at low mass but extend
to a few hundred GeV, therefore, those fake a massive elementary particle.

2.4.5 Jet Substructure

The 2-prong nature of boson jets is a key probe to distinguish it from q/g jets. Experimentally, the
Jjet substructure variables differentiate those two by emerging the internal structure given by the four-
momentum of constituents (typically hadrons) in a given jet. A representative variable is the D, which
widely used in LHC analyses.

The definition of the D is given by

D, = (2.42)

1 n R "
where ¢f = —— ) ( pT,iu> (H 11 ARibic> , (2.43)
Pty i1<iz<-<in€] \a=1 b=1 c=b+1
where pr; and pr; represent transverse momentum of an i-th constituent and a given jet, respectively.
Ry; denotes the spatial angle between i and j, and {3 is a constant. The eTB1 has two components, one is the
pr related term (the first product), and the other is angle related term (the second product), and those two
relative effects are controlled by {3, typically, f = 1 (e?:”, DEB:”) is used in analyses including this
thesis. The e® is defined to be dimensionless by the division of n-th power of pr of a given jet. The D;
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for a 2-prong jet (W jet) tends to have a lower value, whereas a background jet (q/g jets) tends to have

a higher value.

To look into how the D; works as a 1- or 2-prong discriminant jet substructure variable, an analytical

discussion is performed as follows”).

Let jet constituents categorize as soft emissions (symbol s), collinear emissions (symbol c), and soft-
collinear emissions (symbol sc) belonging to a given jet (symbol ]) or leading and subleading subjets®
(symbol 1 or 2). Schematic graphs for 1- and 2-prong jets are shown in Figure 2.9, where zx = pr.x/pT.J,
ARxy is the angle between X and Y. The collinear emissions denote the core of jets formed by a tree-level
quark or gluon before parton shower. The soft emissions represent gluon radiations. The soft-collinear
emissions stand for a soft dipole-shower from a pair of color singlet quarks (boson jet) having a color

connection between them.

— collinear

Fig. 2.9: Schematic graphs of 1-prong jet (left) and 2-prong jet (right) are shown. The 1-prong jet
consists of collinear emissions (magenta) and soft radiations (cyan). The 2-prong jet consists of two
subjets that having collinear emissions (magenta) and soft radiation (cyan), and soft-collinear emission
from the dipole formed by two subjets (orange).

The given sort of jets is characterized by angle and pr as shown in Table 2.6.

Table 2.6: Representative expressions for soft emissions, collinear emissions, soft-collinear emissions,
and subjets are summarized. The small j (j) represents any other emissions in the jet.

soft ‘ collinear ‘ soft-collinear subjet
Zs = p;‘; < 1 Ze ~ O(]) Zse K 1 PT,1 ~ P12
ARgy ~O(1) | AR¢; ~ O(1) AR < ARyp <1
AR <1 P11 P12/Pry ~ O(1)

3)This discussion follows the thesis [62].
OIA few jets subdivided from a mother jet, which represent the expected number of hard cores.
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For 1-prong (quark/gluon) jets, the eg can be expanded with z; and soft and collinear emissions,

Net

1
e = o Z PT,iPT,jARE (2.44)
P15
1 1 1
~ 5D PrPTARE + = ) prpreARL + 5 ) preprcARE,  (249)
P15 PTy ¢ P1y ¢

where } (3 (., and } _ represent summation over all soft emissions, all pairs of soft and collinear
emissions, and all collinear emissions, respectively. The first term can be neglected because of prs <

pry. The second term can be simplified as ) _ s Zs by using ARs. ~ 1 and prc ~ pry. Then one can

obtains,
ef ~ > z+) ARE. (2.46)
s c
Same as eE , eg which is the denominator of the D, can be simplified as
e~ ARE 1+ Y 24+ ARPz. (2.47)
c s 5,

A relation between eg and eg is obtained from Equation 2.46 and 2.47 as follows. In the case of

Zg > AREC, eg and eg are expressed as
£ Y 2
S
2
ef = Y 2
S

el ~ e (2.48)

Whereas in the case of z; < AREC, eg and e? are expressed as
eg — Z ARE’C
C

B 3B
ey ~ e . (2.49)
eg’ — ZAR%E
C

As a result, one can obtain a condition between eg and eg for a 1-prong jet:

e <eb <edf. (2.50)

As for the 2-prong jet (boson jet), the first term of Equation 2.46 is significantly smaller than the second
term because two subjets have higher momenta than soft emissions. Hence, the eg for 2-prong jet can be

expressed as

e ~ ARP,. (2.51)
(2.52)
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Same as eg , eg can be simplified as

ef ~ ARE Y z. (2.53)

s,C

With a condition of z;c < 1, one obtains a relation between eg’ and eg for a 2-prong jet as follows,

e’ ~ AR > AR Nz~ ef (2.54)
s,C
—0<el <ell. (2.55)

Summarizing the above, the 1- and 2-prong jets are populated in

1-prong : e;ﬁ < 6[33 < egﬁ,
2-prong : 0<ef <ef, (2.56)
as illustrated in Figure 2.10.
- M T 1T 17T I 1T 17T I 1T 17T I T 17 If“ T—T T T T 17T
o = Analytical: 2-prong &é‘ 9
Analytical: 1-prong e"\«%// 1

- [l Simulated: 2-prong
[ simulated: 1-prong

1072

0O 005 01 015 02 025 03

Fig. 2.10: Phase-spaces for 1-prong (light blue) and 2-prong jet (light red) on a (eﬁ:] , eP :]) plane are
shown. The phase-space is divided by a 6[33 = egﬁ line. Distributions for simulated W jets (deep red)
and q/g jets (deep blue) are plotted on the same plane. Simulated samples are the same ones used in the
boson identification study, details on the samples are described in Section 5.2.

3
1- and 2-prong jets are separated on a 6[23 — eg plane, i.e. that D; = e? / (eg3 ) variable can distinguish
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1- and 2-prong jets. In practice, overlaid simulated samples are separated on the border of eg = egﬁ.

Both of simulated boson jets and q/g jets distributions are shrunk around eg = eiﬁ due to finite detector

resolutions, the pileup collisions contamination, and inadequate grooming (c.f. Section 5.1.1).

In summary, this calculation indicates that the virtue of the D; relies on the neglecting soft and/or

collinear emissions which are difficult to handle from both the theoretical and experimental aspects.
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CHAPTER 3

The ATLAS Experiment at the LHC

The ATLAS detector, the largest volume detector ever constructed for the collider experiment, is installed
on the LHC accelerator which is in 100 m underground of CERN (European Organization for Nuclear
Research) in Geneva, Switzerland. The collision events made by the LHC are recorded by the ATLAS
detector, then used for particle physics analyses including the main body of this thesis, the semileptonic
VBS analysis. Section 3.1 briefly introduces the accelerator complex at CERN. The coordinate sys-
tem used in this thesis is described before the explanation of the ATLAS detector, in Section 3.2. The
overview of the ATLAS detector and its important components are described in Section 3.3.

3.1 CERN Accelerator Complex

The CERN accelerator complex for the high energy proton-proton collisions is composed of the several
proceeding colliders and the LHC. A schematic graph of the CERN accelerator complex is shown in

Figure 3.1.

Protons are extracted from hydrogen atoms and accelerated up to 50 MeV by a linear accelerator (LINAC2).
Then those protons are accelerated by sequential circulated synchrotron accelerators, BOOSTER (up to
1.4 GeV), PS (up to 25 GeV), and SPS (up to 450 GeV). Those accelerated protons are divided into two
beams and injected into the LHC in the opposite direction. Protons are bent by 1,232 superconductive
dipole magnets cooled by superfluid helium down to 1.9 K with the peak magnet field of 8.33 T. Pro-
tons are accelerated up to 7 TeV by eight radio frequency (RF) cavities with an oscillation frequency of
400.9 MHz. The acceleration takes 20 minutes. Due to the RF acceleration, the LHC beam consists of
2808 bunched protons with the 25 ns spacing, each of the bunches contains 10'" protons. The param-
eters shown in the above are design values taken from Reference [64]. Finally, those protons come into

collision at several collision points. The ATLAS detector is installed in one of those collision points.

Comparisons of LHC parameters between design and actual runs are summarized in Table 3.1. The LHC
runs with several beam conditions. The BCMS (Bunch Compressions, Merging and Splitting) beam
merges two bunches into one, it enables transverse emittance to 50%. The 8b4de (8 bunches 4 empties)
beam is a special beam type for dealing with abnormal background radiations and sudden beam losses
due to the air leak issue in 2017 [65].

In 2018, the LHC-ATLAS experiment recorded a peak luminosity!) of 2.1 x 103 cm 2s~! with the

Betatron function of 3* = 30 cm which is the highest recorded instantaneous luminosity ever.

YThe luminosity represents the intensity of collision defined as L = 1/0 - dN/dt, where o, N, and t denote cross-section,
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Fig. 3.1: A schematic graph of accelerators at CERN [63] is shown. The protons are accelerated by
LINAC2, BOOSTER, PS, and SPS, and those are injected into LHC lings. The ATLAS detector is
placed on one of the collision points of the LHC as well as the CMS, ALICE, and LHCb detectors.

Table 3.1: Comparisons of LHC parameters between designed ones and ones used in actual runs are

summarized. Values are taken from Reference [64].

Design ‘ 2015 2016 2017 2018
Bean type Std Std Std/BCMS 8b4e/8b4e-BCS  BCMS
Energy [TeV] 7 6.5 6.5 6.5 6.5
Number of bunches per ring 2808 | 2244 2040/2076/2556 1916/1868 2556
Bunch spacing [ns] 25 25 25 25 25
Bunch population [10''] 1.15 | 1.15 1.2 1.2/1.25 1.1
Transverse emittance [mm-mrad] 3.75 3.5 3.5/2.1 2.3/1.8 2
Betatron function @ IP1 [m] 0.55 0.8 04 0.4/0.3 0.3/0.25
Half crossing angle [prad] 142.5 | 145 185/140/150 150/120 160/130
Peak luminosity [103**cm—2s7!] 1 0.55  0.83/1.4/1.74 1.5/1.9/2.06 2.1
Maximum pileup collision ~10 | ~15 ~20/35/45 ~ 70/60/80 ~60
Stored beam energy [MJ] 360 270 345/320 240/245 320
Number of days - 88 146 140 145
Integrated luminosity [fb~!] - 4.2 39.7 50.6 66
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3.2 ATLAS Coordinate System

The ATLAS collaboration commonly uses a coordinate system as follows. The origin of the coordinate
system is the interaction point. The z-axis runs along with the beam direction and the x-y plane is
perpendicular to the beam direction. The positive x-axis points center of the LHC ring, the positive y-
axis points the ground, and the positive z-axis points as coordinating a right-handed system. Frequently

used definitions are as follows:

e Transverse particle momentum: pt = ,/pZ + pﬁ, where four-momentum of the particle is defined
as py = (E, px, Pys Pz)s

e Azimuthal angle: ¢ = arctan py/px,
e Polar angle: 6 = arctanp,/px,

e Rapidity: y =1In (%E‘Z—E) , where c is the speed of light,

e Pseudorapidity: 1 = —Intan (6/2),

e Opening angle in ¢: Ay = min(|di — djl, 71— |di — ),

e Opening angle in 1: Any; = g — njl,

e Opening angle in the 1 — ¢ space: AR;; = | /Ad)izj + Anizj.

3.3 ATLAS Detector

The ATLAS Detector [11] was designed to measure all standard model particles 2 produced by LHC
collisions, a schematic overview of the whole ATLAS detector is shown in Figure 3.2. The detector
position surrounding the beam pipe called barrel, and those aligned at the high 1 regions are referred to

as end-caps.

The magnet system and the luminosity detector are introduced in Section 3.3.1 and 3.3.2, respectively.
Four major subsystems, the inter tracker, the calorimeters, the muon spectrometer, and the trigger & data

acquisition system are described in Section 3.3.3, 3.3.4, 3.3.5, and 3.3.6, respectively.

3.3.1 Magnet

The ATLAS magnet system consists of four large superconducting magnets with a dimension of 22 m
in diameter and 26 m in length with a stored energy of 1.6 GJ. A solenoid aligned on the beam axis
generates 2 T axial magnetic field for the inner detector, which placed inside the calorimeter system. A
toroid on the barrel and two toroids on the end-caps are installed and those provide 0.5 and 1 T magnetic

fields for muon detectors, respectively.

the number of collisions, and a certain time.
Y Neutrinos are detected as missing transverse momentum discussed in Section 4.7.
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Fig. 3.2: A schematic overview of the ATLAS detector taken from Reference [11] is shown. The ATLAS
has the dimensions of a 25 m diameter and a 44 m length, and its weight is 7000 tonnes. The several
cylindrical detectors are explained in the main body.

Fig. 3.3: A schematic diagram of the ATLAS magnet system (top), a photograph of the solenoid (left),
and a photograph of the ATLAS magnet system (right) are shown. Those are taken from Reference [11].

36



3.3. ATLAS DETECTOR

3.3.2 Luminosity Detectors

A determination of luminosity is performed by LUCID?) placed at +17 m from the center of the AT-
LAS detector aligned with the beam pipe. It is upgraded during a long shutdown in 2015 to enhance the
radiation endurance [66]. The primary purpose of the LUCID is providing relative luminosity by detect-
ing inelastic proton-proton scatterings in the forward region. The LUCID consists of Cerenkov tubes,
and those enable us to count a number of charged particles proportion to the number of interactions per
bunch crossing by using the pulse-height. A measurement in 2015 and 2016 achieved 2.1% accuracy on

an absolute luminosity.

3.3.3 Inner Tracker

The tracking, the reconstruction of charged particle trajectory, is performed by the inner detectors. Those
consist of three subsystems, Pixels, SCT, and TRT. The schematic graphs of the inner detectors are

illustrated in Figure 3.4. Each subsystem is introduced as follows.

Pixel Detector: The most inner tracker system, the Pixel Detectors is made of four cylindrical layers
of silicon pixel modules covering inner radii of 33.25-122.5 mm and | < 2.5. The most inner pixel
layer called IBL (Insertable B-Layer) is newly added before the 2015 run for the better tracking quality
and radiation endurance. The IBL is installed at 33.25 mm from the beamline, and it has 50 x 250 um
pitch pixels and is qualified for a radiation hardness up to 5 x 10'° l—MeVneqcm*2 4) corresponding to
550 fb~! with a peak luminosity of 3 x 103* cm™2s~! [67]. The next three outer cylindrical layers and
two end-caps each with three discs cover | <~ 2.5 by 1744 pixel sensors with 250 um thick and size
of 50 x 400 um?. Each sensor has 47232 readout channels. The sensors are operated in the temperature

between —5 and —10 °C to reduce leakage current.

SCT: The subsystem placed at the next outer of the Pixel Detector is called SCT (Semiconductor
Tracker) made by silicon microstrips located at 30-50 cm from the beamline. 80 um pitch microstrips
printed on the front and back with =20 mrad angled each other to reconstruct the two-dimensional loca-
tion of the energy deposit. Modules are installed as four layers, there are 2112 modules on the barrel and

1976 modules in the end-cap regions.

TRT: The TRT made by transition radiation detectors located 50-100 cm from the beamline covering
| < 2.0. Drift tubes with a dimension of 4 mm diameter and 144 cm length are filled by a mixture of
Xenon (70%), CO? (27%), and Oxygen (3%). The TRT used not only tracking but also the separation
between electrons and pions by using the difference of intensity of transition radiation characterized by

those Lorentz factors.

Hits on the above detectors are collectively used for the tracking. Designed tracking resolution is

Opy/P1 = 0.05%pT @ 1% With coverage of | &= 2.5.

3LUCID stands for LUminosity measurement using Cerenkov Integrating Detector.
4 I-MeVneqcm’2 is a unit for the number of neutrons with an energy of 1 MeV per squared centimeter.
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Fig. 3.4: Schematic graphs of the inner tracker system taken from Reference [11] are shown. The inner
tracker has a dimension of a ~ 1 m diameter which consists of the IBL at R = 33.25 mm, Pixel at
R =50.5— 1225 mm, SCT at R = 299 — 514 mm, and TRT at R = 554 — 1082 mm as shown in the
top graph. The barrel (end-cap) inner tracker covers pseudorapidity of 1.4 (2.5) as shown in the bottom

graph.
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3.3.4 Calorimeters

The calorimeters measure the energy of particles. Two major components, Electromagnetic Calorimeter

and Hadron Calorimeter are built outside of the inner tracker as illustrated in Figure 3.5.

Tile barrel Tile extended barrel

LAr hadronic
end-cap (HEC)

LAr electromagnetic
barrel
LAr forward (FCal)

Fig. 3.5: A schematic graph of the calorimeter system taken from Reference [11] is shown. The
calorimeter system consists of the LAr electromagnetic barrel, tile barrel, extended barrel, LAr elec-
tromagnetic end-cap, LAr hadronic end-cap, and LAr forward at the end-cap regions.

Electromagnetic Calorimeter: The electromagnetic calorimeter is made by lead and liquid Argon for
detecting electromagnetic showers. It is subdivided into the barrel (In| < 1.4) and end-caps (1.4 <
Inl < 3.2) by pseudorapidity. The electromagnetic calorimeter is shaped like an accordion to cover
complete ¢ ranges without any cracks and to extract signals rapidly at the tail or head of the electrodes.
Both the barrel and end-cap electromagnetic calorimeters are divided into three longitudinal layers. The
granularity and radiation length(X) for those at 1 = 0 are represented as An x Ad = 0.003 x 0.1
and Xo = 4.3, An x Ap = 0.025 x 0.025 and Xy = 16, and Ay x Ap = 0.05 x 0.025 and Xy = 2.
A schematic diagram for the barrel calorimeter cells is shown in Figure 3.6. The energy deposits in
the liquid Argon gap induce electric current proportional to the deposited energy. The triangular input
current pulse which has a length of the maximum drift time (typically 450 ns) is shaped by a bipolar filter
in front-end boards [68] to avoid overlap with the next collision as shown in Figure 3.7. In order to cover
the required dynamic range, three different gains, high, medium and low are implemented corresponding
to 100, 10, and 1 linear gain scales, respectively. The amplified signals are sampled at 40 MHz and
digitized by a 12-bit analog-to-digital (ADC) converter.
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Fig. 3.6: A schematic graph of the electromagnetic calorimeter cells at pseudorapidity of O (left) and the
barrel hadronic calorimeter cells (right) are shown. Those are taken from Reference [11]. The first layer
of the electromagnetic calorimeter has a very thin width (4.69 mm) to separate y and 7y — yy. The
most of energy from electromagnetic shower deposits at the second layer having a 16 radiation length.
The hadronic calorimeter cell consists of sandwiches of scintillator and steel, and the light produced by
the scintillator is guided to the photomultiplier by wavelength-shifting fibers. Source tubes are made to
calibrate photomultiplier gains.
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Fig. 3.7: A schematic graph of triangular pulse by the LAr calorimeter and a shaped amplitude are
shown. The shaped amplitude is sammpled every 25 ns. This plot is taken from [11].
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Hadron Calorimeter: The hadronic calorimeter is placed outside of the electroweak calorimeter to
detect the hadronic shower made by hadrons. It is separated into the barrel (In| < 1.7), end-caps (1.5 <
Inl < 3.2), and forward (3.1 < [n| < 4.9). The barrel is made by steal absorbers, scintillating tiles,
and photomultipliers, which divided into three longitudinal layers having approximately 1.5, 4.1, and 1.8
interaction length thicks at 1 = 0. Each readout cell is segmented by An x A¢ = 0.1 x 0.1 in the first
and second layers and 0.1 x 0.2 in the third layer. A schematic diagram is shown in Figure 3.6. The
end-cap calorimeters are a sampling calorimeter made by liquid Argon and copper plates. Cryostats are
shared with the end-cap electromagnetic calorimeters and the forward hadron calorimeters. The size of
a readout cell is An x Ap = 0.1 x 0.1inthe 1.5 < In| < 2.5 and 0.2 x 0.2 in the 2.5 < |n| < 3.2.
The forward hadron calorimeter the sampling calorimeter is made by liquid Argon and metal plates and
is separated into three layers. The first layer uses copper plates as absorbers the same as the end-cap
calorimeter. The second and third layer employs tungsten as absorbers. The absorption lengths are 2.66,
3.68 and 3.60 for each layer.

The hits in the calorimeters are collectively used in analyses to reconstruct the energy of particles. The
designed energy resolution for the electromagnetic calorimeter is o¢/E = 10%/vE @ 0.7% with cov-
erage of [n| < 3.2, and the barrel and end-cap hadron calorimeter are designed to be a resolution of
ot/E = 50%/VE @ 3% with coverage of [n| < 3.2. Design resolution of the forward hadron calorimeter
is og /E = 100%/VE @& 10% covered 3.1 < | < 4.9.

3.3.5 Muon Spectrometer

The muon spectrometers are placed on the most outside of the ATLAS detector to detect punch-through
minimum ionization particles. It is used for both identification and triggering. Four types of modules are

constructed as shown in Figure 3.8. The major parameters of them are shown in Table 3.2.

MDT and CSC: Precision measurements of muons are performed by Monitored Drift Tubes (MDT) and
Cathode Strip Chambers (CSC). The MDT consists of three to eight layers of drift tubes with a diameter
of 29.970 mm, filling with a mixture of Ar and CO, at 3 bar. Resultant electrons by the ionization are
collected by a tungsten-rhenium wire with a diameter of 50 um at a potential of 3080 V. Modules of
multi-layer drift tubes with 1-6 m length and 1-2 m width are placed as three cylindrical layers with
radii of 5, 7.5, and 10 m and four end-cap wheels at distances of |z| ~ 7.4, 10.8, 14, and 21.5 m.
1088 MDT chambers cover | < 2.7 corresponding to 5500 m?. The resolution of the MDT for the
z— axis direction is 35 pm. Muon flux at the forward regions particularly higher than that of the barrel
region, thus a position-sensitive detector, the CSC is aligned at 2 < || < 2.7 for resolving multi-track
ambiguities. The CSC system consists of two wheels with 16 chambers each. Each chamber consists of
four CSC planes that have one layer of anode wire and orthogonally placed two layers of cathode strips.
The orthogonal cathode strips allow measuring both 11 and ¢ positions. The total coverage of CSC is
65 m”. The resolution of MDT for R and ¢ directions is 40 um and 5 mm, respectively. The tracking
resolution for the muon spectrometer is designed to be oy, /pr = 10% at pr = 1 TeV.

RPC and TGC: The muon triggering is performed by Resistive Plate Chambers (RPC) and Thin Gap
Chambers (TGC). For the barrel region (In| < 1.05), three layers of the RPCs are placed. The RPC
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is a simple chamber without wires filling with a mixture of CoH,Fy, Iso-C4SFe, and SFg (94.7, 5, and
0.3% fractions for each) with a 2 mm gas gap operating a potential of 9.6 kV. In the end-cap regions
(1.05 < In| < 2.4), four layers of the TGCs are placed across an end-cap toroid magnet. The TGC
operates as multi-wire proportional chambers with a 2.8 mm gas gap operating a potential of 2.9 kV.
Both of the RPC and TGC have thinner gas gaps and higher voltages than the MDT and CSC, therefore,

those achieved small average time jitters of 1.5 ns and 4 ns, respectively.

Thin-gap chambers (T&C)
5 Cathode strip chambers (CSC)

Resistive-plate
chambers (RPC)

End-cap foroid
Monitored drift tubes (MDT)

Fig. 3.8: A schematic graph of the muon spectrometer taken from Reference [11] is shown. The muon
spectrometer consists of the MDT and RPC at the barrel region and the CSC and TGC at the end-cap
regions. Muons are bent by the barrel toroid magnet to measure those charges and momenta.

Table 3.2: Major parameters of the muon spectrometer are summarized. The values are taken from
Reference [11].

Cathode strip chambers  Resistive plate chambers  Thin gap chambers

Monitored drift tubes
(MDT) (CSC) (RPC) (TGC)
Coverage nl < 2.7 20<Inl< 2.7 n| < 1.05 1.05 < n| < 2.7
#Chambers 1,088 32 544 3,588
#Channels 339,000 31,000 359,000 318,000
Function Precision Precision Triggering Triggering

42



3.3. ATLAS DETECTOR

3.3.6 Trigger and Data Acquisition System

It is impossible to store all information provided detectors for every 25 ns collision, the trigger system is
installed to select physically motivated events as shown in Figure 3.9. Details of the trigger system are
summarized in References [69, 70]. The ATLAS trigger system consists of a hardware-based Level-1
trigger (L1) and software-based High-Level Trigger (HLT).

Trigger DA
Event rates 99 Q Peak data rates
(peak) Calo/| [ Pixel (primary physics)
muon] [sscT] |OHer
= 0O(60 TB/s)
40 MHz s
Custom FE FE 5
Hardware Level 1 Accept = L,j\_] 5
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[ﬁ Processing Unit | _ e g A 4
Full event ] ~25GBis
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V) Data Logger L %
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Fig. 3.9: A schematic graph of the trigger system taken from [69] is shown. The L1 trigger decisions are
made for all collisions (40 MHz) with information about the calorimeters and the muon spectrometers.
The L1 accept rate is approximately 100 kHz. The HLT trigger decisions are made for all events accepted
by the L1 with information about full detectors and L1 objects. Approximately 1.5 kHz of events are
accepted by the HLT, and all the hit information is stored in the permanent storage at CERN.

The L1 consists of L1Calo, L1Muon, L1Topo, and CTP (central trigger processor) for triggering elec-
trons, muons, hadronic taus, photons, jets, and E?isg 5). The L1Calo exploits 7168 calorimeter towers
which made by the harsh granularity of Ad x An = 0.1 x 0.1 for fast readouts. For the L1 electron and
L1 photon, 2 x 2 core towers and 12 surrounded towers of electromagnetic calorimeters are used for cap-
turing the electron energy and calculating isolation requirement, respectively. For the L1 jet, wider 4 x 4
core towers of electromagnetic and hadron calorimeters are collectively used since the jet is typically
wider than the showers for electrons and photons. The L1Muon makes use of RPC and TGC hits and
fires if there is a coincidence between different chambers based on the predefined look-up-tables. Such

miss

%) An experimental definition of EX™ is described in Section 4.7.
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reconstructed L1 objects by the L1Calo and L1Muon are sent to the L1Topo. The L1Topo performs se-
lections based on kinematical information about L1 objects. Then all information calculated by L.1Calo,
L1Muon, and L1Topo are sent to the CTP to make trigger decisions about up to 512 trigger items and
defines the region of interests (ROI). The latency for the whole L1 trigger system is 2.5 ps.

The HLT reconstructs objects with offline like algorithms® with the full detector information around
ROI in a large CPU farm (40,000 processor cores) and providing about 2500 independent trigger chains.
Some triggers are worked as a prescale trigger. A prescale trigger is the one which fired at random 1/n
events satisfying the trigger selection, where n referred to as prescale factor. The processing time of the

HLT is typically within 300 ms.

L1 and HLT trigger rate decompositions for a typical fill are shown in Figure 3.10. In the L1, half of the
total trigger rate is occupied by the lepton triggers. The E%liss trigger has a dependence on instantaneous
luminosity, hence the HLT trigger rate was dominant at the beginning of collisions, but it was suppressed

at the end of collisions.
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Fig. 3.10: A trigger rate decomposition for each the L1 (left) and HLT (right) in a data taking in July
2016 with a peak instantaneous luminosity of 1.2 x 1 03* cm—2s~! are shown [70]. The x-axis corresponds
to a running time since the collisions started. Due to the trigger multi-firing in an event, the total output
rate (black) is less than the sum of the individual trigger rate. Generally, a trigger rate decreases with
respect to a running time because of proton losses, but it increases several times in a run because of
redefinitions of prescale factors.

In summary, an original event rate, 40 MHz is suppressed to 100 kHz by the L1 triggers, and the HLT
suppresses the event rate down to ~ 1.5 kHz. All information about detector hits for triggered events is

stored in the storage at CERN for analyses.

®)Offline reconstruction algorithm are shown in Chapter 4.
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CHAPTER 4

Physics Object Reconstruction and Identification

Fundamental particles produced by collisions at the LHC are detected by ATLAS detectors introduced
in the previous chapter. Hits of the detectors for triggered events are digitized and stored in the storage
at CERN or data centers in the world. Physics objects such as electrons, muons, jets, are reconstructed
from the digitized hits (Reconstruction). Those objects are calibrated by the simulated events and ob-
served data (Calibration) and solved overlaps between objects (Overlap Removal). Missing transverse
momentum E?iss is reconstructed from electrons, muons, and jets. Objects other than the q/g jet are
identified themselves from enormous q/g jets by various criteria (Identification). The above workflow is

summarized as a schematic graph shown in Figure 4.1.

MS 1D Calo
~ MS track track---Vertex ~EM cluster topo cluster
_Reconstruction l .......................... =
‘ _ muon electron
...... Identlﬁcatlonl N

(loose/medium/tight)  (loose/medium/tight)

ifor calib.

Fig. 4.1: A schematic graph of the workflow for the object reconstruction, identification, calibration,
and overlap removal is shown. The ID, MS, and Calo stand for the inner detector, muon spectrometer,
and calorimeters, respectively. The reconstruction and identification techniques are briefly introduced
in the following sections. A dedicated schematic flow for large-R jets is described in Figure 5.1. The
tau leptons and photons are not explicitly drawn in this schematic graph since those are not used in this
study.

This chapter describes concise introductions to the object reconstruction and identification for each
physics object (Physics object referred to as “Object” in short). As for jets, dedicated discussions are
described in Chapter 5.
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4.1. TRACKS AND VERTICES

4.1 Tracks and Vertices

A standard track is reconstructed by the Inner Detectors (ID) with space-points which are the three-
dimensional position of the hit converted from raw data of the ID. The multi-hits at pixels in the same
sensor from a charged particle are merged as clusters by the Connected Component Analysis (CCA) [71]
which groups hits neighbored on using a linear approximation and neural network-based algorithm [72].
The primary track referred to as a seed track is reconstructed from space-points at four layers of the
pixel detector. The seed track is extended to TRT hits and tested by Kalman Filter [73] which character-
ized by the track parameters (do, zo, $o, 0, q/p). The first fit is performed with a pion-track-hypothesis
assuming the energy loss in the ID for a minimum ionization particle, the second fit assumes an electron-
track-hypothesis which loses energy at each hit surface with the bremsstrahlung. The successful track
candidates are performed x? based quality checks. Detailed discussions can be found in Reference [74].
From the 2015 run, TIDE") algorithm is used for the dense environment for the increasing pileup condi-
tion at /s = 13 TeV. Track reconstruction efficiencies are improved for light flavor jets (b-quark jets)
from 82% (75%) to 94% (83%) at 0.006 < AR(jet, track) < 0.01.

A vertex is reconstructed from tracks with pt > 400 GeV with the Interactive Vertex Finding algorithm
[75] which identifies the peak in the z-axis position of extrapolated tracks to the beam spot. Further x?
based algorithm, the Adaptive Vertex Fitting algorithm [76] refines the accuracy of the vertex position.
After the reconstruction of vertices, tracks are refitted until all of the tracks belong to any vertices. The

vertex with the highest > p% is referred to as primary vertex.

4.2 Topological-Clusters

A topological-cluster (topo-cluster) is a four-momentum formed by hits of both the electromagnetic
and hadron calorimeters. The reconstruction algorithm is as follows. The first step is a seed finding
which searches calorimeter cells with Ecell/ Gnome el > 4, where EE stands for energy corrected by
EM-scale?). The found seed forms a proto-cluster which is a four—momentum pointing toward the cell
from the primary vertex. In the second step, neighboring cells being geometrically adjacent in the given
sampling layer or being overlapping in the (1, $) in the adjacent layers with EE)/ Gnome cell > 2 are

EEM

merged into the proto-cluster. If a cell with EZ;

/ Gno“e el > O1s attached to two different proto-clusters,
those are merged with each other. The second step is iteratively performed in the order of ECell / Gnom cell
for proto-clusters. In the final step, cells with Ecell / Gnom el > 0 neighboring to each proto-cluster are

merged.

YTIDE stands for Tracking In Dense Environment.
YEM-scale stands for scales of correction for e,y without including the non-compensating character of the ATLAS
calorimeters.
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4.3 Electrons

4.3.1 Reconstruction

An electron is identified as energy deposits in the electromagnetic calorimeter matched to a track identi-
fied by the inner tracker. An electron loses its energy in the material by the bremsstrahlung, and resultant
photons may decay to an electron-positron pair. Those electrons, positrons, and photons are typically
emitted into almost the same direction from the original electron direction. Thus, those remnants are
collectively detected by the electromagnetic calorimeter. A schematic diagram of an electron path and

related detectors is shown in Figure 4.2.

hadronic calorimeter

third layer
Aqx Ag=0.05x0.0245

second layer
AnxAp=0.025x0.0245

first layer (strips)
AnxAp=0.0031x0.098

presampler
TRT (73 layers)

beam axis pixels

beam spot

do

insertable B-layer

Fig. 4.2: A schematic graph of an electron path (red line) through detectors is shown [77]. An electron
goes through four pixel layers, four SCT layers, and several TRT drift tubes. It makes then an elec-
tromagnetic shower in the electromagnetic calorimeter. The dashed red line denotes a radiated photon
produced at TRT material.

Energy deposits of an electron in the electromagnetic calorimeter are reconstructed as follows. Calorime-
ter towers which are the sum of energy deposits in three layers of the electromagnetic calorimeter at the
same An x Ad = 0.025 x 0.025 area. Scanning over combinations of 3 x 5 towers in 1 X ¢, the local
minimum of clusters are referred to as seed-cluster. If there are two seed-clusters inside the 5 x 9 towers,
the candidate with higher transverse energy (Et) is kept if its Et is at least 10% higher than the other
candidate. If the difference is less than 10%, the candidate with the highest Et central tower is retained.
Duplicate clusters are removed.

A track is reconstructed as described in Section 4.1, and matched to a seed-cluster with the angular
distance of —0.10 < A9¢ < 0.05, where A9 = —q(Deruster — Prrack)»> g is an electric charge of a given
electron. Duplicate tracks are removed by a dedicated algorithm taking into account the angular distance
to cluster barycenter and the number of pixel layer hits. Then a matched cluster window is expanded
from 3 x 5 to 3 x 7 in the barrel region (In| < 1.37), to 5 x 5 in the end-cap regions (1.52 < 1 < 2.47), or
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4.3. ELECTRONS

OR logic of the two expanded regions in the transition regions (1.37 < 1 < 1.52). The n — ¢ coordinate
of a reconstructed electron is taken by the coordinate of the matched track, and its energy is assigned by

the energy of the corresponding expanded cluster.

The reconstruction efficiency of electrons as a function of Er is shown in Figure 4.3.
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Fig. 43: The electron reconstruction efficiencies as a function of transverse energy (Et) of a truth
electron are shown [77]. The total reconstruction efficiency of electrons is less than 60% below 4.5 GeV
(dashed line). Inefficiencies are coming from the seed-cluster reconstruction at low Et regions and the
track reconstruction at high Et regions.

4.3.2 Identification

The reconstructed electron is required to have transverse energy of Er > 7 GeV and pseudorapidity
of m| < 2.47, which is referred to as electron candidate. A likelihood-based (LH) identification [77]
is required to reduce the backgrounds from leptons or hadrons in jets. The LH identification is based
on shower shapes in the electromagnetic calorimeter, track quality requirements, and matching qual-
ity between a track and cluster. Electron candidates are categorized to “LooseLH”,“MediumL.H”, and
“TightLH” corresponding to 96%, 94%, and 88% of identification efficiencies to signal electrons at
Er = 100 GeV, respectively. Identification efficiencies with respect to Et and 1 are shown in Figure 4.5.

A further isolation requirement is applied to reduce jet contamination which typically has much activity
around the electron candidate. Two working points are used in this analysis, one is “LooseTarckOnly”
that is required not to have sufficient scalar sum of track pt (p%?var) within AR = min(10GeV /pr, 0.2)
where pr is for an electron candidate, the threshold on p%f’var is determined to have a signal efficiency
of 99%. The other one is “FixedCutTight” that requires piTng /pr < 0.06. Also, a calorimeter based
requirement: EX% /pr < 0.06 where EX% is the scalar sum of energy within a AR = 0.2 cone is
required. An isolation efficiency for each requirement is shown in Figure 4.6.
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4.3. ELECTRONS

Table 4.1:  Selections for electron and muon candidates used in the analysis are summarized. Two
definitions are defined for each object.

Electrons Muons
“loose” “tight” “loose” “tight”
pT threshold 7 GeV 27 GeV 7 GeV 27 GeV
ml <247 ¢1[1.37,1.52] <27 <25
Identification LooseLH TightLH Loose Medium
Isolation LooseTrackOnly FixedCutTight LooseTrackOnly FixedCutTightTrackOnly
|do/0'(do)| <5 <3
|zo sin O] < 0.5 mm

Furthermore, a track of an electron candidate is required to be |do/0q4,| < 5 and |zp X sin 6] < 0.5 mm,
where dg is the transverse impact parameter relative to the beamline, o4, is its uncertainty, and zg is
the distance between the longitudinal position of the track along the beamline at the point where dy is
measured and the longitudinal position of the primary vertex as shown in Figure 4.4. Combining them

makes two categories as shown in Table 4.13),

Fig. 4.4: Schematic graphs for dy (left) and z¢ (left) are shown. The “PV” and black filled stars denote
the primary vertex; the red line is a track; do is a minimum distance between the PV and the track. The
white filled stars represent a two-dimensional position for an intersection of the track and a dy vector.
The z, is defined as the difference between a black filled star and a white filled star on the z-axis.

4.3.3 Calibration

The energy of the identified electron is calibrated by the Boosted Decision Tree (BDT) [78] based re-
gression to minimize the impact of material in front of the calorimeters. The BDT is trained by the
Monte-Carlo (MC) simulations and applied to both the MC simulations and observed data. Then adjust-
ments of relative energy scales for the different layers of the electromagnetic calorimeter are applied to

calibrate residual local non-uniformities such as the boundaries between calorimeter modules and non-

3 There is a different definition of do and zo exist, referred to as “3D do and zo™ which define a green star by closest point
in 3D coordinate.
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Fig. 4.5: Electron identification efficiencies for Et (left) and 1 (right) measured in the observed data
with Z — ee events are shown [77]. The Loose and Tight identification criteria are used in this analysis
for the additional electron veto and leptonically decaying W/Z boson reconstruction, respectively. The
discrepancy shown in the bottom pane for each plot is corrected in dedicated calibration described in
Section 4.3.3.

(>). 1.05 1 T [ T T T 3- F L N N L L L L L LB L L LB LB BN B 3
c L B c 1 e LR @
5} K] 11 E 1840 22 3
© L ] i) F A RN ]
= b e 1 = k, A v i
w 1 I 1 | -~ w 0.9 ?‘r'ﬂ- n-v-uv ]
et : . S .
ol ] 0.8F 3
0.95 g . aemimi . TS ]
[ ] 0.7 } 4 5
0o E 06" B
- ATLAS Data isolation efficiency e, T ATLAS Data isolation efficiency &, |
* —— L Track Onl 7 " B —&— Fix (Loose) =
085 Vs=13TeV,37.1fb" ng:( rackon) 7 05 fs=13TeV,87.1 1"  _, Fix(Tight, Track Only)_]
. (4 —m— Gradient (Loose) i & —m— Fix (Calo only) ]
- Gradient E E Fix (Track R _ =0.4) ]
r 4 = —%— Fix (Tight) —]
AT RN NS NS RS E RSN RS A R R
o 1.0lf—T1 11 T T T T UL
2 = .
= 1F ae i seg §
8 M |
© w ]
0 0.99 .
i 0.96 =
098 1 | | | | | 1 AT IS SN SN NS ST SN SN SN S ST ST SN TSN ST SN NSNS S 1
20 40 60 80 100 120 140 20 40 60 80 100 120 140
E; [GeV] E; [GeV]

Fig. 4.6: Electron isolation efficiencies for ET measured in the observed data with Z — ee events [77].
The left and right plots show different working points. The Loose (Track Only) and Fix (Tight) isolation
criteria are used in this analysis for the additional electron veto and the reconstructions of leptonically
decaying W/ Z boson, respectively.
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4.3. ELECTRONS

nominal high-voltage settings in particular regions. Finally, the MC simulations and observed data are
compared, and deviations of the energy scale and resolution are corrected with Z — ee events. Sys-
tematic uncertainties are also evaluated at the same time. Figure 4.7 shows fractional uncertainties in
the electron energy scale and resolution calibrations. The dominant uncertainties in the energy scale at
Er > 20 GeV are oy /,p0 and MG/HG gain components. The former is an uncertainty in the relative
response between the first and second layers of the electromagnetic calorimeter measured by energy de-
posits of muons. The latter is an uncertainty in a correction to the relative gain of the different readouts as
described in Section 3.3.4. The dominant uncertainties in the energy resolution are sampling and material
terms. The former represents a stochastic term due to the sampling nature of the calorimeter, the latter
is an uncertainty associated with the effects of the material in front of the electromagnetic calorimeter.
Details of the calibrations are summarized in Reference [79].
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Fig. 4.7: Fractional uncertainties in the electron scale (left) and resolution (right) are shown [79].
For the left plot, the “ocx” corresponds to the calibrations of calorimeter responses, the “MG/HG gain”
denotes a relative calibration between high- and medium-gain readout, and the “material X” represents an
uncertainty associated with calibrations for effects on material X. For the right plot, a stochastic term due
to the sampling nature of the calorimeter (Sampling term unc.) and non-desired radiation from material
in front of the calorimeter (Material unc.) are dominant.

4.3.4 Trigger

As discussed in Section 3.3.6, the electron triggers consist of the ROI construction with the electromag-
netic calorimeter information and the offline-like electron reconstruction at around the ROI. Triggers used
in this thesis are summarized in Table 4.2. The offline identification algorithm shown in Section 4.3.2
is applied at HLT, however, there are several necessary differences: the bremsstrahlung-aware refit [80]
is not performed, the LH only uses calorimeter variables, the number of primary vertices (Npy) is used
to assess pileup, whereas average number of interaction per crossing (< 1 >)* is used in the offline

“The mean number of interaction per crossing denotes the mean of the Poisson distribution of the number of interactions
per crossing calculated for each bunch from the instantaneous luminosity (Lyunch) @s it = Lbunch Oinet/fr, Where oinel denotes the
inelastic cross-section for 13 TeV collisions (80 mb for this analysis), and f, represents the LHC revolution frequency.

51



4.3. ELECTRONS

Table 4.2: A summary of the electron triggers used in this thesis is shown. The L1 trigger threshold is
shown in a bracket if it is required.

trigger name threshold [GeV] LH identification isolation
2015 HLT_e24_lhmedium_L1EM20VH Er > 24(20) medium -
HLT_e60_lhmedium Er > 60 medium -
HLT el20_lhloose Er > 120 loose -
2016 HLT_e26_lhtight_nodO_-ivarloose Et > 26 tight w/o dy loose
HLT_e60_lhmedium_nod0 Et > 60 medium w/o dgy -
HLT_el20_lhloose_nod0 Er > 120 loose w/o dg -

algorithm, and some cell-level corrections [8§1-83] are not available online. The trigger sets for the 2016
run do not include the dy requirement because the requirement causes inefficiency when bremsstrahlung-
aware refit is applied at the offline algorithm. The loose track only isolation is imposed on the lowest
threshold trigger in the 2016 run, which is pi® __/pr < 0.10.

T,var
Figure 4.8 shows the trigger efficiencies measured in Z — ee events for each year. the trigger for the
2015 (2016) run has greater than a 95% efficiency at Ey > 50(60) GeV. The significant inefficiency in
the 2016 data is observed at Er < 60 GeV, which is mainly caused by the LH using only calorimeter

related variables.
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Fig. 4.8: Electron trigger efficiencies for each year as a function of pr (left) and 1 are shown [84]. Three
triggers shown in Table 4.2 for each year are combined by the logical “OR”. The efficiencies are given
with respect to offline electrons required to be the tight identification and the “FixedCutTight” isolation.
The bottom panel shows the ratio of the observed data to MC simulation efficiencies.
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4.4 Muons

4.4.1 Reconstruction

A muon is reconstructed by a combined fit to the ID (Inner Detector) and MS (Muon Spectrometer)
tracks. The MS track is reconstructed by the MDT, CSC, RPC, and TGC hits searched by an algorithm
based on the Hough transform [85]. MS and ID tracks are combined with several algorithms. A first
one is combined (CB) muon which is refitted with ID and MS hits. The hits used refitting are searched
outside-in or inside-out pattern recognition. The former is the muon that is first reconstructed in the MS
and the extrapolated inward and matched to an ID track. The latter one is inverse of the outside-in. A
second type of reconstructed muon is the segment-tagged (ST) muon which is an ID track with at least
one hit in the MDT or CSC chamber. The ST muon recovers reconstruction efficiencies for low pr
muons or muons on the edge of the MS coverage. The last one is calorimeter-tagged (CT) muon which
is an ID track with calorimeter energy deposits agreed with a minimum-ionizing particle. The CT muons
recover reconstruction efficiencies for ones in the crack region®) (In| < 0.1). A schematic illustration of
the trajectories of the different sorts of muons and related detector segments is shown in Figure 4.9.

CT muon
.
- T
. +ST muon

MDT/RPC e

CB muon
V/

beam axis

insertable B-layer

Fig. 4.9: A schematic illustration of muon paths (red lines) through detectors at the central region [77].
A muon goes through four pixel layers, four SCT layers, and several TRT drift tubes. A CB muon leaves
hits on three MDT layers. A ST muon leaves hits on MDT layers. A CT muon goes through the crack
region of the MS (In| < 0.1) but tagged by calorimeter energy deposits.

4.4.2 Identification

A reconstructed muon is required to have pr > 7 GeV and | < 2.5 [86]. Similar to electrons, two
identification working points are used. “Medium” stands for muon reconstructed by using the CB algo-
rithm imposed to have at least three hits in more than two MDT layers except for the [n| < 0.1 region. A

5)The region without a muon detector cell due to the calorimeter cabling service.
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g/p significance, |q/pms — q/pipl, Where q is the charge and pys (pip) is the momentum of the muon
measured in the MS (ID), are required to be less than seven. “Loose” muons include “Medium” ones,
ST muons, and CT muons. Figure 4.10 shows the muon reconstruction efficiencies. The efficiency is
almost 99% over most of the pseudorapidity range of [n| < 2.5 for py > 5 GeV. Adding to isolation
requirement on tracks for electrons, “FixedCutTightTrackOnly” is defined as “FixedCutTight” except
for the calorimeter requirement. The isolation efficiencies are almost 100%. Similar to electrons, two

categories are defined as shown in Table 4.1.
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Fig. 4.10: Muon reconstruction efficiencies for pr (left) and 1 (right) measured in Z — pp and J/¥ —
uu events are shown [86]. The efficiencies are shown as the product of a reconstruction efficiency
and a “Medium” or “Loose” identification efficiency. The measured efficiencies from different sources,
Z — ppand J/VY — up events are consistent at overlap regions (10 — 20 GeV). The efficiencies are
around 99% at most of the pt ranges. The huge efficiency loss of “Medium” muons at the crack region
(Il < 0.1) is recovered by CT (calorimeter tagged) muon shown as “Loose” muons.

4.4.3 Calibration

Muon energy scale and resolution are simultaneously calibrated by Z — ppand J/Y — pp events. The
invariant mass distribution for the MC simulation is fitted to the observed data using a binned maximum
likelihood method which is parametrized by an energy scale and resolution of a given pair of electrons. A
result of the calibration is shown in Figure 4.11. Corrected distribution has a better m,,,, description than
the uncalibrated one. The uncertainties in the energy scale and resolution are estimated as a minimum of
0.05% for n| < 1 to a maximum of 0.3% for | ~ 2.5 and a minimum of 2.3% for [n| ~ 0 to a maximum

of 2.9% for m| ~ 2.5, respectively.
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Fig. 4.11: A distribution for the invariant mass of the dimuon system (m,,,) with Z — p*u~ events is
shown [86]. A corrected m,,, distribution (red line) describes distribution for the observed data (black
dot) much better than an uncorrected m,,,, distribution (dashed line).

4.4.4 Trigger

As discussed in Section 3.3.6, the muon triggers consist of the ROI construction with muon spectrometers
(MS) and the offline-like electron reconstruction around the ROIL. The triggers used in this thesis are
summarized in Table 4.3. The HLT muon is made up of the fast and precise reconstruction steps. The
fast reconstruction uses part of MS and ID information around the ROI to reconstruct a muon candidate,
and its momentum is estimated by predefined lookup tables. The precise reconstruction uses all MS and

ID information and refines the muon track reconstructed by the fast reconstruction step.

The trigger efficiencies measured in Z — pp events are shown in Figure 4.12. The L1 inefficiency at the

barrel region caused by the absence of detectors and it can be recovered by the E%’iss trigger as introduced

Table 4.3: A summary of the electron triggers used in this thesis is shown. The L1 trigger threshold is
shown in a bracket if it is required. The summation, } ,p_x ptTrk stands for the scalar sum of pr for all
ID tracks inside a cone defined as AR < X except for the muon itself.

trigger name threshold [GeV] isolation
HLT mu20_iloose L1MUL5 pr > 20(15) > Ar—02 PR /pr < 0.12
HLT mu24_ivarloose pr > 24 2 AR<min(10 GeV/pr,0.3) P /pr < 0.16
HLTmu24_ivarmedium  pr > 24 ZAR<min(10 GeV/pr,0.3) pik/pr < 0.07
HLT mu26_ivarmedium  pr > 26 2 AR<min(10 GeV/pr,0.3) Pk /pr < 0.07
HLT mu40 pr > 40 -
HLT mu50 pr > 50 -
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in Section 4.7.3. The HLT trigger efficiency with respect to the L1 is almost 100% despite the 1/100 rate
reduction. The total trigger efficiency is approximately 70% at pt > 35 GeV.
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Fig. 4.12: Muon trigger efficiencies as a function of pr (left) and n measured in the 2016 data with
Z — pp events are shown [84]. Triggers shown in Table 4.2 are combined by the logical “OR”. The
efficiencies are given with respect to offline “Medium” identified muon candidate. The trigger efficiency
of the HLT mu26_ivarmedium is sharply turned on around its threshold, and it reached a plateau with a
70% efficiency. The efficiency losses come from L1 trigger inefficiency.

4.5 Jets

As discussed in Section 2.4, hadrons resulting in the parton shower and hadronization of a colored par-
ticle are reconstructed by calorimeters and trackers as a jet by clustering. Three sorts of jets are used in
this thesis, two of them are reconstructed from topo-clusters described in Section 4.2, the other one is
made from tracks described in Section 4.1.

4.5.1 Reconstruction

From both the theoretical and experimental points of view, the clustering algorithm must be Infrared and
Collinear safe (IRC safe). Let a four-momentum be p; and corresponding angular vector p; = (y, ¢) are

defined, where y is rapidity. The IRC safe stands for following conditions,

e Infrared safe (IR): p; + p; = pi, where p; =0,

e Collinear safe (C): p; = pj + px. such that [pj — pr| = 0, Ipil = Ipjl + Ipxl.
The ATLAS collaboration commonly uses anti-k¢ algorithm [87, 88] which is a family of k; sequential
recombination satisfying IRC safe. The metric of k; algorithm is dyj(k) = min(p%, p%)\ﬁ{ — §§|2 /R?

and the beam distance dig(k) = p%“i The parameter R is corresponding to a reference radius of a jet.

The algorithm is as follows:
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1. Define a list containing all reconstructed particles.
2. Search the minimum dj;(k) combination of particles over the list.
3. If dy (k) < dig(k), remove p; and Pj» and add new particle pnew = pi + pj, otherwise p; is a jet.

4. Repeat until no particle left on the list.

The anti-k; algorithm is a k = —1 case of the k. sequential recombination.

A topo-cluster based anti-k; algorithm with R = 0.4 is used to reconstruct single q/g jets, called small-R
jets. A topo-cluster based anti-k; algorithm with R = 1.0 is used to reconstruct W/Z jets, called large-R
jets. Further discussions about large-R jets and identification procedures for hadronic W/Z candidates
are in Chapter 5. Track based anti-k; algorithm R = 0.2 is used to reconstruct single light quark or gluon

jets, called track jets.

4.5.2 Calibration

Details on the large-R jets calibrations are described in Section 5.1, hence this section focuses on the
small-R jets calibrations. The calibration chain of the jet energy scale for the small-R jets is composed of
the origin correction, the jet area-based pileup correction, the MC-based calibration, the global sequential
calibration, and the in-situ calibration. The MC-based and in-situ calibrations are almost identical to the

one for large-R jets, and details about calibrations are described in Section 5.1.

Four-momenta of topo-clusters are pointing at the center of the detector coordinate, the origin correction
reorients a small-R jet to primary vertex defined in Section 4.1. The 1 resolution improves roughly 0.06
to 0.045 at 20 GeV and 0.03 to 0.006 at 200 GeV.

The jet area-based pileup correction subtracts an energy expected to be in 1 — ¢ by the pileup contam-
ination with respect to the number of vertices in the event Npy and the average interaction per crossing
1. The Npy and p are sensitive to assess in-time and out-of-time pileup contributions, respectively. The

corrected small-R jet pr can be expressed as

PT o =pr o —pXA—ax(Npy—1) = xy, 4.1
where p represents an average energy deposit per area evaluated with MC simulations in n| < 2, A
denotes an 1 — ¢ area of a given jet calculated with the ghost association technique [89], o and f3
are obtained from MC simulations in each pt and 1 bins. The results of the correction are shown in

Figure 4.13. The pileup dependencies are completely removed in the level of MC simulations.

The MC-calibration applies the inverse of an energy response (E™°: /E™h) a5 a function of | as shown
in Figure 4.14, and more details are discussed in Section 5.1.2. The global sequential calibration corrects
residual dependence on its substructure. It exploits five variables related to the substructure, frile, fLA3,
Nk, Wik, and Tigegments represent the fraction of a jet energy measured in the first layer of the hadronic
calorimeter, the fraction of a jet energy measured in the third layer of the electromagnetic calorimeter,

57



4.5. JETS

|yl R N N R [y 7““\““\"."\\H.\\HH\HH\HHHH\HL
> 0.8 -ATLAS Simulation = E 0.8 -ATLAS Simulation -
% © s = 13 TeV, Pythia Dijet 1 T oeb /s = 13 TeV, Pythia Dijet E
ZD_ 06 - anti-k, R=0.4, EM scale=®=u g & 77 I anti-k; R =0.4, EM scale 5
= L o —— mea | Ll L ]
~ 04 - S04 —
I B i ]
T 02f 3 02 [ 3
] OO ——gg ]
- e 0F -
-02 . -02
02 - ] - gl I
-0.4 - ——e—— Before any correction g -0.4 - —e— Before any correction E
o6 " After area-based correction 06~ " After area-based correction -
7Y b ——&—— After residual corrections ] W ——&—— After residual corrections b
I A A AT N A N N S _ Covvn b b b b b b b by w 4
083705 1 15 2 25 3 35 4 45 080705 1 15 2 25 3 35 4 45
nl nl

Fig. 4.13: Dependences of small-R jet pt on Npy (left) and p (right) with respect to small-R jet | are
shown [90]. The flat distributions of the red points representing dependence after applying the correction
indicate that the pileup dependencies are almost perfectly removed on average.

the number of ghost associated tracks with pr > 1 GeV in association with a given jet, the average
pr-weighted transverse distance in the 1 — ¢ plane between the jet axis and the same tracks as nyx, and
the number of muon track segments. The dependence of the nyk on pr response is shown in Figure 4.14.

The results of the in-situ calibrations are shown in Figure 4.15 and technical details can be found in
Section 5.1.3. The total uncertainty in the jet energy scale is about 4.5% at 20 GeV, 1% at 200 GeV,
and 2% at 2 TeV. The dominant uncertainties are pileup and flavor response which is an uncertainty in
different responses cased by origins of particles.

4.5.3 Identification

A reconstructed small-R jet is required to have py > 20 GeV for | < 2.5 or pr > 30 GeV for
2.5 < |n|l < 4.5. A jet with pt < 60 GeV for [n| < 2.4 is applied the Jet Vertex Tagger JVT) [92] which
based on likelihood-based algorithm in order to select only jets from the hard interaction. A reconstructed
small-R jet containing b-hadron is identified using a multivariate algorithm (b-tagging) [93]. The weak

boson tagging algorithms are described in Section 5.2.

Jet Vertex Tagger

The JVT is constructed from Ryt and corrJVF as a two-dimensional likelihood derived using the MC

simulations and based on a k-nearest neighbor (kNN) algorithm [78]. The definitions of Ryt and corrJVF
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Fig. 4.14: The average energy response as a function of [n| for jets with several truth energies (left) and
the pr responses for a ny variable in several truth jet energies (right) are shown [90]. For the left plot,
the energy responses are better at higher jet energies due to the sampling nature of the calorimeter and
worse at the transition region | ~ 1.5 and [n| ~ 3.2. For the right plot, jets with lower Ny, i.e. jets
contain many neutral particles have higher pt responses because all of the constituents are calibrated to
the EM-scale which is not stringently correct for the neutral hadrons.
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Fig. 4.15: A combination of jet energy responses measured in the observed data collected in 2015-2017
with y+jets, Z — ee+jets, Z — pp+jets, and multijet (left) and its uncertainty breakdown (right) as a
function of jet pr are shown [91]. For the left plot, the measured energy responses with different events
are consistent with each other at Ry, /Rme = 0.96 — 0.97. As for the right plot, the flavor response and
absolute in situ JES are dominant. The former is evaluated by comparing the average jet responses for
each jet flavor using PYTHIA and HERWIG, the latter represents the propagated uncertainties from each
measurement.
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where Z pthk(PVo, PV, ) is the scalar sum of the pr of the tracks that are associated with the jet and
originated from the primary vertex (PVy) or pileup vertices (PV,), k is a constant (k = 0.01) to suppress
the pileup dependence, and nggck denotes the total number of pileup tracks in an event. The distributions
for Ryt and corrJVF are shown in Figure 4.16. The Ryt and corrJ VF have better discriminant powers in

the low and high signal tagging efficiency regions, respectively.
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Fig. 4.16: Distributions for corrJVF (left) and Ryt (right) are shown [92]. The green filled and blue
shaded histograms represent jets from pileup vertices and jets from the primary vertex, respectively.

b-tagging

The b-tagging used in this thesis is the MV2 which combines three algorithms, IP2D/IP3D [94], SV1 [95],
and JETFITTER [96] by the boosted decision tree.

The IP2D (IP3D) is the algorithm based on likelihood discriminant evaluated by the signed transverse
(and longitudinal) impact parameter significance: dg sin0/oq, (and ng sin0/04,), where 6 denotes the
angle between dy and jet axis, ng

in the dy.

is dg calculated by the 3D closest point, and o(dy) is the uncertainty

The SV1 reconstructs single displaced secondary vertex in a jet. The algorithm starts from constructing
all possible two-track vertices and reject tracks that are compatible with K or A, photon conversions or
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hadronic interaction. The remains of the tracks are used to reconstruct an inclusive secondary vertex by

removing outlier tracks from a y?-fit.

The JETFITTER reconstructs the topology of weak b/c-hadron decay chains. An algorithm exploits
Kalman filter to find which b/c-hadron decay chain is compatible with a topology of given tracks.

The MV2 combines outcomes of the above three algorithms by BDT. The output BDT score and its light
jetrejection are shown in Figure 4.17. The MV2 output overwhelms individual JetFitter, SV1, and IP3D,

and reduces light jet fractions to 1/380 at a 70% signal efficiency which is used in this analysis.
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Fig. 4.17: The MV2 outputs (left) and light jet rejections as a function of b-jet tagging efficiency are
shown [97]. The MV2 output has discrimination power for not only light jets but also c-hadron jets as
shown in the left plot. The right plot represents the MV2 performed much better than its inputs, IP3D,
SV1, and JETFITTER. Although the DL1 which uses deep neural network instead of BDT of MV2 has
superior light-flavor jet rejection than that of MV2, we have chosen to use MV2 because the calibration
for DL1 takes a longer time than that of MV2.

4.6 Overlap Removal

One topo-cluster or one track can be identified as more than one object from the above reconstruction
criteria. Overlaps between objects are solved (Overlap Removal) by following the order of criteria:

1. Remove electron and jet if AR(u, e/jet) < 0.2/0.4 and leave muon,

2. Remove jet if AR(e, jet) < 0.4 and leave electron,
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3. Remove small-R jet if AR(small-R jet,large-R jet) < 1.4 and leave large-R jet.

The last criterion is used only for the merged analysis introduced in Section 6.3.

4.7 Missing Transverse Momentum

4.7.1 Reconstruction

The missing transverse momentum vector, E?iss, is calculated as the negative vectorial sum of the trans-
verse momenta of calibrated electrons, muons, jets, and soft term. The soft term is the energy depositions
due to the underlying event and other types of soft radiation. It is reconstructed by ID tracks that are as-
sociated with the primary vertex but not used in any reconstructed objects [98], is referred to as track
soft term (TST). Large-R jets and track jets are not used in the E%‘iss calculation in order to avoid double-
counting of energy. Also, reconstructed taus and photons are not included in the E?iss calculation explic-
itly, but those are taking into account as hadronic jets. The track-based missing transverse momentum
Smiss

vector, pp'> is the negative vectorial sum of the transverse momenta of all good-quality inner-detector

tracks that are associated with the primary vertex.

4.7.2 Calibration

Systematic uncertainties associated with objects discussed above are propagated to the E%‘i“ calculation.
The TST calibration is specifically performed for I?_?iss with Z — ee events. Generally, the events do not
include EM in the leading order of diagrams, so the parallel component of a TST momentum (p}mﬁ)

along with the vectorial sum of reconstructed objects (pr™), f)Tl"f‘ is balanced to p™™9, and the per-

pendicular component (ﬁsfﬁ) is to be 0. A schematic graph for the definitions is shown in Figure 4.18.
Measured deviations are parametrized as three projected quantities, the parallel scale ((Eﬂ‘iss’SOf‘Tﬂm)),

Emiss,SoftTerm)

the parallel resolution (o( I ), and the transverse resolution (G(ET_iss,SoftTem )

). The resolu-
tions are defined as its root-mean-square. The transverse scale is turned out to have a negligible impact
on analyses, thus it is not evaluated. The systematic uncertainties are calculated as the maximal disagree-
ment between the observed data and various MC simulations. Figure 4.19 shows uncertainties for each

component. The total uncertainty is at most 20% on the scale.

4.7.3 Trigger

Atthe L1, the E?iss is reconstructed by calorimeter towers at the ROI, and the muon is not included in the
calculation. Therefore, the E%ﬁss resolution is relatively coarser than the other triggers, which is typically
~ 50 GeV. Triggered events by the L1 EM* trigger are examined by a more sophisticated method at
the HLT. At the HLT, the E%ﬁss reconstruction algorithms of cell algorithm and jet-based algorithm are
used in this thesis. The former is based on measured cell energies in the electromagnetic and hadron

calorimeter. An energy deposit at a cell is converted to momentum in the massless approximation, i.e.
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Fig. 4.18: A schematic graph of the TST projection for the calculation of the TST systematic uncertain-
ties is shown [99].
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Table 4.4: A summary of the E%liss triggers used in this thesis is shown. The L1 trigger threshold is shown
in a bracket if it is required.

trigger name threshold [GeV] reconstruction algorithm

HLT_xe70 Er > 70 cell algorithm
HLT_xe90_mht _L1XE50 Er > 90(50) jet-based algorithm
HLT xel10.mht_L1XE50 E > 110(50) jet-based algorithm

Pxi = Eisin0;jcos ¢; and py; = Ejsin0;sin i, where 1 is a label of cell, E; denotes energy of i-th
cell, ; and ¢; represents i-th cell coordinate with respect to center of the detector. A cell having an
energy of [Ei| > 20y and E; > —50; are considered, where o is the averaged noise in the cell energy
measurement. The norm of the vector sum of the momenta is used in the trigger decision. The latter
algorithm (mht) is based on jets reconstructed with anti-k; R = 0.4. The jets are calibrated in a similar
way to the offline jet reconstruction as described in Section 4.5.2, area-based calibration and MC-based
calibration. The norm of the vector sum of jet four-momenta is used in the trigger decision. The triggers
used in this thesis are summarized in Table 4.4. The performance of the triggers is shown in Figure 4.20.
The EFS trigger plateau is around 200 GeV although the L1(HLT) trigger threshold is 50(90) GeV. This

is caused by the course E* resolution at the L1.
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Fig. 4.20: The E%‘iss trigger efficiency with respect to single lepton triggered events corrected in
2016 [100] is shown. The blue square is the one which used in this thesis.
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CHAPTER 5

Large-R Jet Calibration and Weak Vector Boson
Identification

The previous chapter describes general reconstruction procedures for various physics objects. This chap-
ter focuses on detailed accounts for large-R jet calibration techniques and weak vector boson identifi-
cation criteria because the large-R jet is the most important object for the semileptonic VBS analysis.
Section 5.1 describes a large-R calibration chain such as the groomings, the MC calibrations, and the
in-situ calibrations. Baseline and advanced weak vector boson identification techniques are described in
Sections 5.2.2 and 5.2.3, respectively.

5.1 Large-R Jet Calibration

The jet reconstruction and calibration chains are illustrated in Figure 5.1 and explanations of each step
are given as follows. In the first step, the reconstruction for calorimeter energy clusters and jets have
already been mentioned as the topo-clusters described in Section 4.2 and the kt sequential recombination

described in Section 4.5. The following sections introduce downstream procedures.

Calorimeter
Energy
Clusters

Groomed
Large-R jets

Ungroomed
Large-R jets

Large-R jet
for analysis

Fig. 5.1:  An overview of the large-R jet reconstruction and calibration is shown. Reconstructed
calorimeter energy clusters (topo-clusters) are clustered as an ungroomed jet by the anti-ky R = 1.0
algorithm. The ungroomed jet is groomed by the trimming algorithm. Finally, it is calibrated by the MC
and in-situ calibrations and then used in the semileptonic VBS analysis.

5.1.1 Grooming
Due to a large solid angle of a reconstructed large-R jet, it is severely contaminated by calorimeter noises,
particles from pileup vertices, and soft radiations from the same bunch crossing as shown in Figure 5.2.

The removal of unnecessary energy deposits is achieved by grooming. There are several types of groom-
ings such as “Mass drop/filtering” [101], “Pruning” [102], and “Trimming” [103]. For this study, the

trimming algorithm is chosen from a study in Reference [104]. The trimming algorithm proceeds as
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Grooming
Y% : Calorimeter Noise
- — : Particle from Pileup Collision
=1 Soft Radiation
—— : Particle from Hard Scattering

Beam Line Beam Line

Fig. 5.2: An overview of a grooming technique is shown. The large area of a large-R jet significantly
contains hits from undesired sources, pileup, soft radiation, and calorimeter noise. The trimming algo-
rithm reclusters large-R jet with k¢ R = 0.2 algorithm, and resultant jets satisfying p$:0'2 /p$:]'o < 0.05
are trimmed.

follows: constituents of a Large-R jet are reclustered with the k¢ R = 0.2 algorithm, and the reclustered
ki R = 0.2 jets are trimmed if those satisfy with a condition of p%zo'z’i/pEZLO < 0.05, where i is an

index of R = 0.2 k7 jets.

5.1.2 MC Calibration

The next step is for corrections of energy and angle with respect to MC simulations. This MC calibration

is needed because the detectors cannot detect all particles within jets. In particular,

e hadrons passing through non-sensitive areas of the detector,
e Intrinsic energy loss by miss reconstruction in the detector,

e particles that cannot be reconstructed by calorimeters. (v, L, etc.)

The MC calibration exploits dijet samples generated by the PYTHIA 8 (v8.186) [55] with Al14 set of
tuned parameters [105] and NNPDF23LO PDF set. To restore the original four-momentum, the truth
Jjets are defined as a reference. The truth jet is reconstructed in the same manner for reconstructed jets
with particles having lifetime 7 in the laboratory frame as ct > 10 mm. The calibration factor is defined
as Re = (Ereco/Ewutn), Where () represents a mean obtained by fit to Ereco/Equn distribution with the
Gaussian function. A correspondence between reconstructed and truth jets is matched by using AR.
The correction factors for each E and m are represented as cjgs and cjvs, respectively. Examples of

correction factors are shown in Figure 5.3.
The cyvs is evaluated after applying cjgs, pseudorapidity correction (An) only changes the polar angle.

The corrected observables are denoted as

Ereco = CJESEO) Mreco = CIESCIMS M0, Treco = Mo + Aﬂ» (51)

reco

PE® = cmsy/E — cigm3/cosh(no + An). (5.2)
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Fig. 5.3: The energy (left) and m (right) calibration factors for large-R jets with respect to 1 are
shown [106]. The jet energy response is almost constant with respect to its energy, but explicit deficits
observed around jet | ~ 1.4 because of the transition regions of the calorimeter. The mass response is
almost unity at pr = 200 GeV but it increases in ~ 1.6 at pt = 2 TeV because gluon radiation increases
at higher energy.

5.1.3 in-situ Calibration

After applying the MC calibration, a four-momentum of a large-R jet reproduces a corresponding truth
jet. Nevertheless, the MC calibration is based on detector simulations which have intrinsic differences
from the observed data. The disagreements are corrected by in-situ techniques described in the following
sections. The 2015-16 datasets are used for those calibrations. Details of the datasets and MC simulations

used in those studies are shown in Reference [106].

Energy Scale Calibration

The energy calibration exploits the momentum conservation law on the transverse plane. Events for this
calibration are required to be the back-to-back topology of a jet being calibrated (probe jet) and one or
more well-calibrated objects (reference objects) such as y, leptonically decaying Z boson, or small-R jets
(multijets). Cartoons of each topology are shown in Figure 5.4. The processes for the reference objects
have different large-R jet pr ranges: y+jet events cover low pt (~ 150 < pr <~ 400 GeV), Z+jet
events cover medium pr (~ 300 < pr <~ 1000 GeV), and multijets events cover high pt (~ 800 <
pt GeV) corresponding to those production cross-sections. The pr of a probe jet (p%mbe) is compared
to the pr of the sum of the reference objects (prTef), which is intrinsically balanced from the momentum
conservation law on the transverse plane. Thus the response ratios of the MC simulations to the observed
data represent mismatches between those. Those ratios are applied to the observed data as a scale factor,

and accompanied systematic uncertainties are considered in analyses.

Analyses are performed by selecting topology such as Figure 5.4 V), and calculate a relative response

DThe details of selection are described in Reference [107].
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recoil
Pr 1

Z bosonory

I3

Fig. 5.4: Cartoons of topologies for Z/y+jets (left), multijet (central), and dijet (right) are shown [106].
The capital j (J) and small j (j) denote a large-R jet and a small-R jet, respectively. The subscripts express
the order of pr. The Ad or « is an angle between a large-R jet and recoil objects, Z, vy, the vector sum
of small-R jets, or a large-R jet.

between the probe and reference jets defined as

probe
Pt 2+ (A)
R = ~ 5.3
probe _ __ref
a=Pr_PT (5.4)
Pr

where pi® = (p2° 4 pref) /2, () is the mean value of the A distribution obtained by the Gaussian fi.

A representative R distribution for each process is shown in Figure 5.5. The energy scales of the ob-
served data for three different topologies are consistently 2-3% underestimated than that of the MC sim-
ulations, i.e. there are unidentified sources of energy loss at the ATLAS detector and/or unimplemented
elements in the detector simulation. The several MC simulations agree within 1%. The difference be-
tween the observed data and the MC simulations is relatively small and consistent with that of small-R
jets. The measurements of Ry obtained by the different methods shown in Figure 5.5 are combined the
same as the method described in Reference [108]. The result of the combination is shown in Figure 5.6.
The combined pt response in the observed data is around 3% lower than one for the MC simulation in
the whole range. The total uncertainty is less than 1% below 1 TeV and 2% at 1 TeV. Thus the deviation
is significant and the response ratio between the observed data and the MC simulation should be applied
to data. The results performed here are the most reliable to date, however, since the tight time scale of the
semileptonic VBS analysis performed in Chapter 6, this calibration is not applied. Instead, Ty double

ratio method introduced in Section 5.1.3 is used to estimate those systematic uncertainties.
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Fig. 5.6: The combined response ratio (left) and weights of each measurement in the combination
(right) are shown [106]. The response ratio is at most 0.97 in the whole large-R jet p ranges. The
three measurements from different topologies are consistent. The total uncertainty is less than 1% below
1 TeV and 2% at 1 TeV. The right plot represents that this combination is dominated by y-+jets, Z+jets,
and multijet events at pr < 400 GeV, 400 < pt < 1000 GeV, and 1000 < pt GeV.

Energy Resolution Calibration

The energy resolution is calibrated with the dijet topology as shown in Figure 5.4. The width of the
asymmetry A distribution is represented as

\/ e e A
A) = /(=P (P TPT gopr 55
atA) ( pr+ Pt ) ((p%+p%)26(pT pT)) )
o(p})? + o(p})2
N \/ T - PT : (5.6)
Pt

where, pr and o(pr) represent p of jets and those errors, respectively. The jet-1 and jet-2 are assigned

randomly to avoid any bias. The approximation of the second formula uses an assumption of T >
(p%—p% > 2
prtpr/

In case that both the jet-1 and jet-2 are in the [n| < 0.8 region, i.e. both of them expected to have a similar

energy resolution, Equation 5.5 is simplified as

20(p7®)? o(pT®)  o(A)
o(A) ~ avg - avg .
Pr Pr V2

For one where [n| > 0.8, a central jet [n| < 0.8 is exploited as a reference jet, this resolution is represented

(5.7
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as
0‘( forward) 2 (Y( central) 2
(mﬂg) i (5.8)
Pr Pr
o(A)\?

(A)? — (&2)) , (5.9)

o forward oA 2
H(pTaivg) = o(A)? — (2) ) (5.10)

Pt

where p$tral and piovard indicate pr for jet in | < 0.8 and | > 0.8 regions, respectively. Therefore,

the all things needed to measure the in-situ jet energy resolution is values of o(A).

In order to extract the pure response of o(A) avoiding non-Gaussian tails coming from pileup and out-
of-cone particles, the extraction of o(A) is performed from the A distribution by the sequential Gaussian
fits:

1. Fit the asymmetry distribution for full range (A = [—1,1]),
2. Fit the asymmetry distribution within 20 of iteration 1,

3. Fit the asymmetry distribution within 20 of iteration 2.

An example of fits shown in Figure 5.7 represents the fits agree with the observed data for the core region
for the A distribution.

(2] .| n —
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Fig. 5.7: The distribution of A at n| < 0.8 (left) and [n| > 0.8 (right) regions are shown. The results
of fits (orange line) show good agreements with distributions for the observed data (black dots) avoiding
non-Gaussian tails.

The evaluated o(A) values for the observed data, the MC simulation, and truth jets are plotted with
respect to the large-R jet pt as shown in Figure 5.8.
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Fig. 5.8: The pr dependence of o(A) at n| < 0.8 (left) and | > 0.8 (right) regions are shown. The
values of the observed data are shown in the black dots, the other colors indicate each MC simulation
and an average of them. The dashed and solid lines stand for truth and reconstructed jets, respectively.

The o(A) values for the observed data and MC simulations include unbalancing sources deriving from
out-of-cone effects and irreducible extra radiation. Since the sources are uncorrelated to the fluctuation
of the detector resolution, those can be removed by the quadratic subtraction of a corresponding truth jet

asymmetry A™® from a reconstructed jet asymmetry A

Asubtracted — \/(Areco)z _ (ﬂuuth)l' (5.11)

The subtraction is performed after applying fits on graphs as shown in Figure 5.8 with the physical

motivated function:

olpr) N S
- — @ —aC, (5.12)
PT PT Vv PT

where fit variables N, S, and C refer to as noise, stochastic, and constant, corresponding to electronic and

pileup noises, the sampling nature of the calorimeter, and signal losses due to the insensitive material,
respectively. Subtracted asymmetry (ASPU2¢ed) yalues, i.e. the large-R jets pr resolutions with respect
to large-R jet pr are shown in Figure 5.9. The resolutions are estimated as 6 (6)% at pr = 300 GeV and
4 (4.5)% at pt = 1 TeV for a jet in the | < 0.8 (0.8 < n| < 2.0) region. The discrepancies between

the observed data and MC simulations is at most 10%, which are small compared to the total uncertainty.

The total uncertainty in the jet energy resolutions and those decompositions are displayed as shown in
Figure 5.10. The dominant uncertainties are the JES uncertainty propagated from the estimation at Sec-
tion 5.1.3 at lower large-R jets pt and the non-closure at higher large-R jets pr. The non-closure is an un-

certainty in this methodology, which is estimated by comparing a truth resolution (pjTet —p%‘mide) / p%amde
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Fig. 5.9: The pr dependences on jet pr resolutions at [n| < 0.8 (left) and | > 0.8 (right) regions.
The three lines represent the fit results with Equation 5.12 for the observed data (black dashed line), MC
simulations (dark red line), and the particle-level (yellow dashed line) which is the resolutions directly
calculated from AR-matched truth jet. The widths of lines denote statistical uncertainty in itself. Agree-
ments with the MC simulations and Particle-level support validity of this method. The blue band stands
for the combined systematic uncertainties.

and a JER estimated by this method, corresponding to the differences between the dark red line and
dashed yellow lines in Figure 5.9. The total uncertainties are estimated as 16 (14)% at pr = 300 GeV
and 14 (10)% at pt = 1 TeV for a jet in [n| < 0.8 (0.8 < n| < 2.0). This is the first measurement of the

large-R jet pr resolution with an in-situ way.

Jet Substructure Variable Calibration

The large-R jets pt, mass, and D, defined in Section 2.4 are calibrated by the rTrk double ratio method
as follows. The quantity of Ty is defined as Tyx = Xcalo/Xuk Where X is a certain variable such as jet
PpT, mass, or Dy, Xca10 and Xy are quantities X calculated with the topo-clusters and tracks, respectively.

The 1y, can be expanded as

Xcalo Xcalo Xparticle Xcharged—particle
Tk = = . . (5.13)
Xtrk Xparticle Xcharged—panicle Xtrk
= R-f; R (5.14)

charge trk )

where Xparicle and Xcharged-particle are quantities X calculated by truth particles and truth charged parti-
cles, respectively. R = Xcalo/Xparticle Tefers to as calorimeter response, f;ﬂarge is an inverse of charged
particle fraction for a given jet, and R;]! = Xcharged—particle/ Xuk 18 an inverse of tracker response. On the

-1 R, arelation (ry) o (R), and a good charged

assumptions of no correlation between R and foharee * Ruk»
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Fig. 5.10: The pr dependence of uncertainty in jet pr resolution at | < 0.8 (left) and n| > 0.8
(right). An interpolation with a filter using a sliding Gaussian kernel is applied to all of the uncertainty
dependencies with respect to large-R jets pr.

kMC

particle counting and a momentum resolution ( ~ k2@ \where k = feharge Ruk) hold, one can obtain

the difference of response between the observed data and MC simulations:

data MC ..data data
(REE) K™ i Tk

MC\ ~ ldata .MC ~ _MC"
<R > kaaTtrk T‘trk

(5.15)

Therefore, 1y double ratio rf‘r?(‘a /r{\r/{(c is corresponding with the difference of response between the ob-

served data and MC simulations. This method can be applied to generic types of jet substructure variables

—1

—1 .
charge * Rk 18 guaranteed.

if the independence between R and f

The uncertainty in this method (€) is simply given as

€ = Epythia 2] €Modeling @ €Tracking) (516)

where €py;a is the difference of Ty double ratios between the prediction of PYTHIA [55] and the ob-
served data, €modeling 18 the difference of ryi double ratio between prediction of PYTHIA and HER-
WIG++ [56], and €Tracking 1S an uncertainty propagated from tracking uncertainties described in Ref-
erences [109] (resolution), [110] (efficiency within dense environments), and [111] (alignment). Fig-
ure 5.11 shows (ry) for large-R jets pr, mass, and D, with respect to large-R jets pr. Since the Ty
double ratios are compatible with unity within uncertainty, the scales predicted by the MC simulations
are used in the semileptonic VBS analysis, and the uncertainties are propagated through the statistical
treatment. A total uncertainty in the pr scale is estimated as 2% (6%) at pr = 500 GeV (3 TeV). A total
uncertainty in the mass scale is estimated as 3% (6%) at pr = 500 GeV (3 TeV). A total uncertainty in
theD; scale is estimated as 2% (7%) at pt = 300 GeV (3 TeV).
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Fig. 5.11: The (ryx) and its double ratio for large-R jets pr (left), m (right) and D; (bottom) with
respect to large-R jets pr are shown [112]. The observed data and nominal MC simulation (PYTHIA) are
shown in black and green dots, respectively. The systematic variation of an MC simulator (HERWIG++)
is shown in red dots. Three variations to evaluate tracking uncertainties are shown in dashed lines.
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5.2 Weak Vector Boson Identification

The reconstruction with a large-R jet significantly increases the signal efficiency of highly Lorentz
boosted boson jets, whereas it drastically adds backgrounds from q/g jets since there is no difference in
four-momentum level between them. The D; and invariant mass for large-R jets discussed in Section 2.4
are used to identify boson jets from q/g jets. A D; is calculated from topo-clusters for a given jet. As
for a jet invariant mass, a dedicated reconstruction technique, Track Assisted Mass is exploited for recon-
struction as introduced in Section 5.2.1. Two different types of identification approach are introduced
in Section 5.2.2 for cut-based taggers, and in Section 5.2.3 for machine learning based taggers. The
2015-16 ATLAS dataset is used for those studies. The MC simulations used in those studies are shown
in Reference [107].

5.2.1 Track Assisted Mass

For the energy (or momentum) resolutions, in principle, a calorimeter energy resolution improves for
higher energy jets as shown in Figure 5.9 because calorimeter energy resolution relies on the number
of counted photons produced by scintillator proportion to the energy for a given jet, whereas a track
momentum resolution becomes worse due to almost straight curvature at higher pt. As for the angle
resolution, a cell in calorimeters is much larger than the one of silicon detectors for tracking, hence

tracks have much better angle resolutions.

Since Large-R jets are used for highly Lorentz boosted jets, particles inside the jets are very close to
each other not enough to separate with the calorimeter due to its size of cells. A schematic graph of this

situation is shown in Figure 5.12.

calorimeter cells

L . calorimeter cells

with energy deposit

—— particle

9 reconstructed topo cluster

m  tracker cell with energy deposit

—> reconstructed track

Fig. 5.12: A schematic graph for three charged particles into the calorimeter through the tracker. One
of them is isolated, and the other ones are very close to each other. An isolated one is reconstructed as
a single topo-cluster and a single track, whereas the other ones are reconstructed as a single topo-cluster
and double tracks.
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A simple solution is that one uses an energy for a calorimeter jet (reconstructed from topo-cluster) and
an angle for a track jet for a given jet. In general, a mass of a track jet is lower than the one for a truth

jet by missing neutral particles in a given jet. The neutral particle fraction is correlated to the pc"‘lo / ptTraCk

calo track

where p7° and p1** stand for pt for given calorimeter and track jets, respectively. As a result, a strong

calo /p track track

and mass emerges for a given track jet m'

correlation between p5 as shown in Figure 5.13.
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Fig. 5.13: A population for W jets on the m"** and p"al" /pm“:k plane. A median for the W jets
population for each m"* bin (black marker with RMS as error bar) is compatible with the 80.4/x curve
(red line).

The correlation shown in Figure 5.13 implies that the track assisted (TA) mass has potential to be a better
resolution than the mass of a calorimeter jet (calo mass). The TA mass is defined as

pcalo

mTA tT mtrack) (5 . 17)
rack

Pr

where mT™ represents the track assisted mass. Correspondences between a calorimeter jet and tracks are
mapped by the ghost association technique® [89].

The TA mass resolution is better than that of the calo mass at pr > 1 TeV as shown in Figure 5.14,
however, ones at pr < 1 TeV are worse. This is because a track pr resolution is worse at a lower pr

range as mentioned already. A simple solution to improve resolutions at low pt ranges is combining the

2)Large-R jet constituents (topo-clusters) and tracks with an artificial four-momentum, (pr,n, ¢, E) = (0, Nuk, Guk, 0), are
simultaneously clustered with anti-k¢ R = 1.0 algorithm (the tracks are not affected to the jet reclustering because of zero
momentum). Then the tracks included in the reclustered jet are judged as to be associated tracks.
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track assisted mass and the calo mass with the linear combination:

o2 o2
mcomb _ — calo — Tncalo + — tracki2 mtrack) (518)
Gcalo + 0-track Gcalo + Gtrack
where meo™P ig referred to as combined mass, and 0o and Oyaek Stand for those resolutions as shown

in Figure 5.14. The combined mass has almost the same or better resolution than that of the calo mass
in the whole pr range as shown in Figure 5.14. The combined mass resolution improves approximately

30% (50%) compared to the one of the calo mass.
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Fig. 5.14: The mass resolution for a calorimeter jet (MCa°), a track assisted mass (m™), and a combined

mass (m™) are shown. The resolution (y-axis) is defined with the median of a mass response (R, =
mreeo /mtthy and the 68% inter quantile range (IQnR). The m®° has better mass resolution below
pr = 1 TeV, whereas m™ has better resolution at above pr = 1 TeV. The m®™ has the same or a
better resolution than m°¥° at the whole pr range except a few bins at low pr. This reverse feature is
because R, does not perfectly behave as Gaussian, and then the linear combination becomes a non-ideal
combination.

5.2.2 Two-Variable-Tagger

In this section, the combined mass (hereafter “mass”) defined in the previous section are used to con-
struct weak vector boson identification algorithm together with the D;. The cut-based tagger consists of
rectangular cuts on the D, and mass. This tagger is used in the semileptonic VBS analysis described in
Chapter 6.

Firstly, the description of MC simulated events for the D, and mass is confirmed in the observed data
by tt events as shown in Figure 5.15. The 2015-16 dataset and MC simulations for the tt and single

top-quark production, W/ Z+jets events are used in the comparisons. The samples are the same ones
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used in the semileptonic VBS analysis described in Section 6.2. Both of the distributions describe the

observed data well within systematic uncertainties.
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Fig. 5.15: Comparisons between the observed data and MC simulations for large-R jets mass (left)
and D; (right) in tt enhanced region are shown. The dominant systematic uncertainty is theoretical
uncertainties for tt shape [107].

Secondly, the thresholds of rectangular cuts are defined. There is ambiguity for cut thresholds on a
two-dimensional space for the D, and mass. In this study, a q/g background jets rejection at fixed
signal efficiencies (50, 80%) is assigned as a metric, and scanning over full ranges of D, upper cuts and
mass sideband cuts with respect to jet pt are performed. prt dependent cut thresholds are intended to
consider pt dependencies of D, and mass. This study exploits MC simulated events only. The signal
W or Z jets are obtained from W' — WZ — qqqq events made by the high-mass sequential standard
model [113]. The resonance masses are set from 400 GeV to 5 TeV to obtain the pr range for W/Z
jets from 200 GeV to 2.5 TeV. The background q/g jets are generated by multijet processes which are
modeled using the leading order of Feynman diagrams by the PYTHIA 8 (v8.186) event generator the
same as MC calibration. Both of the signal and background are fragmented by the PYTHIA 8 (v8.186)
event generator with the NNPDF23LO PDF set.

As the final step, the chosen mass cut thresholds for each pt bin are fitted by the physically inspired

function form m; = \/ (A/pr + B)2 +(C-pr+ D)z, where A, B, C, and D represent fit constants.
The first term corresponds to an opening angle between two quarks, the second term corresponds to the

detector resolution. The one for the D is fitted by fourth-order polynomial functions. Figure 5.16 shows
a W jet population on the pr and D; or pr and mass space, and Figure 5.17 shows the cut functions for

each variable. The cut thresholds are optimized for each W and Z boson jets case, separately.

The two-variable-tagger achieved approximately a 95% (98.7%) background rejection at a 50% signal
efficiency at a p range of 200 < pr < 500 GeV (1000 < pr < 1500 GeV) as shown in Figure 5.21.
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Fig. 5.16: A W jet population on the pr and mass space (left) and the pt and D, space (right) are
shown. The black lines stand for 50% working point thresholds.
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Fig. 5.17: The thresholds of the mass window cuts (left) and the upper cut on D; (right) with respect to
p of a large-R jet are shown. The red and blue (dashed) lines represent 50% (80%) cut thresholds for
W and Z boson-tagging. Above the vertical dashed line on pt = 2500 GeV, the cut thresholds become
constants because there is no enough statistics above pr = 2500 GeV in MC simulated events to define
cut thresholds.
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5.2.3 Jet-Substructure-Based Machine Learning Tagger

In this section, advanced machine learning taggers are described. The two-variable-tagger works well
but there is a potential to improve its performance because two variables are too little to grasp a full
internal structure of a jet containing O(100) hadrons. Machine learning approaches by using O(10)
variables are developed to get a better discrimination power. Boosted Decision Tree (BDT) and Deep
Neural Network (DNN) are separately tested as representative machine learning algorithms. Candidates
for the input variables are summarized in Table 5.1 and a concise explanation for those variables is as

follows.

Table 5.1: A summary of jet substructure variables studied along with an indication of the tagger topol-
ogy to which the observable is applicable is shown. In the case of the energy correlation observables,
the angular exponent 3 is set to 1.0 and for the N-subjettiness observables, the winner-take-all [114]
configuration is used.

Observable Variable  References
Calibrated jet kinematics PT, mass [115]
Energy correlation function e3,C;,D, [116, 117]
N-subjettiness T1,T2,T21  [118, 119]
Fox—Wolfram moment REW [120]
Splitting measures zanv/d12  [121,122]
Planar flow P [123]
Angularity as [124]
Aplanarity A [125]
KtDR KtDR [126]

Energy correlation function

The definition of energy correlation function is shown in Equation 2.43. The energy correlation ratio is
defined as D, = e3/ (62)3 and C; = e3/ (ez)z.

N-subjettiness

The N-subjettiness is designed to find out the number of subjets for a given jet (symbol J), N-subjettiness
value is small when a given jet has N subjets, where N € 0,1,2. The definition of 0/1/2-subjettiness
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(To, T1,T2) are defined as

T = ZPT,iARi]> (5.19)
i€]
1

T = —) PribRu, (5.20)
0 e
1 .

T = TT)ZpT,imm(ARm]ARmZ), (5.21)

i€]

where ARxy stands for the angle between X and Y, a; and a; are the first and second leading constituent
in the jet, respectively. N-subjettiness ratio:ty; = T2/T; is also a candidate for the machine learning

tagger.

Fox—Wolfram moment

The Fox—Wolfram moment is variable exploiting Legendre polynomials,

Ho=Y p—g’ P (cos 055), (5.22)
ij
where E is the energy of a given jet, p; and pj are absolute values of the momentum for an i and j-th

particle, Py is the 1-th Legendre polynomial. A back-to-back jet pair in its rest frame has H; ~ 1 for even
Land H; ~ O for odd L. The ratio ng = H;/H, is used in this analysis.

Splitting measures

The splitting scale is the most straight forward definition for defining the number of subjets in a given
jet. Firstly, it reclusters a given jet with k; (R=0.2) algorithm and stops the algorithm when the number
of subjets is equal to two. Then the splitting scale is defined as

o2 o2 AR
v/ dij = min(pT4, PT;) R (5.23)

where ARjj is an angle between 1 and j, R is a radius for a given jet. The z¢y is a similar variable to v/d12
defined as

Vdew = min(pf;,pt;)ARE, (5.24)
dcut

" — 5.25

Zcut dout + m ( )

where my is the invariant mass of a given jet.
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Planar flow

The planar flow exploits a shape tensor defined as

1 Pik Pil
Iy = — ) B 2
W mlgla £ (5.26)
4det(1L,,)

where 1 and k stand for | and k-th components of its transverse momentum (x or y in the ATLAS

coordinate system), E is the energy of an i-th constituent, and my is the invariant mass of a given jet.

Angularity
The angularity is a simple variable related to angles for a pair of constituents in a given jet:

1
az = F} Z E;sin’® 6; (1 — cos 91)72 , (5.28)
i

where 0 stands for an angle between a given jet and an i-th constituent, mj and E denote the mass and

energy for a given jet, respectively.

Aplanarity
The aplanarity is calculated in the rest frame for a given jet:

sob _ LiPiPY

Xivs
A = % (5.30)

where p; is the magnitude of the momentum for an i-th constituent. p{* and piB stand for «, 3 = x,y,z

projected momentum for an i-th constituent. A3 stands for the smallest eigenvalue.

KtDR

The KtDR is the simplest variable among input candidates which is the angle between a pair of k¢
R = 0.2 reclustering subjets the same as the splitting scale.

The machine learning approaches are particularly useful in case that input variables are not the same
variables (100% correlated nor anti-correlated) nor fully independent (0% correlated), otherwise those
are enough to be analyzed by simple cut-based analyses. In order to check correlations between those
candidate variables, linear correlation coefficients between candidate variables are evaluated as shown in

Figure 5.18. Almost all pairs of variables have correlations, in particular, there are strong correlations
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Fig. 5.18: Linear correlation coefficients between input variables for signal W boson jets (left) and
background q/g jets (right) are shown. 100% (-100%) means completely correlated (anti-correlated).

between z., and v/d;, e3 and mass, T27 and T2, T27 and D3, T2 and D3, and T, and C;. Those pairs of
variables are expected to have strong correlations because those definitions are similar. However, those
linear correlation coefficients are at most around 80%, and it indicates that inputting those two variables
are still meaningful. Therefore, those variables are left as a candidate for input variables.

Trainings are performed with the same MC simulation samples as the two-variable-tagger optimization
described in Section 5.2.2. The samples are split into 70% and 30% in statistics, and the former is used
in trainings, and the latter is used in testing those performances. In order to choose an input variable set
for the BDT and DNN, an optimization study is performed for each. In terms of computer intensity for
trainings, fewer input variables are desired. A DNN training takes longer than that of BDT, therefore,
different optimization strategies are taken. As for BDTs, one variable which gives the largest increase
in a background rejection at a fixed signal efficiency (50%) is sequentially added into input variable sets
as shown in Figure 5.19. A BDT with the least input variables having a background rejection consistent
with the one having the highest background rejection within statistical fluctuation are chosen as the best
BDT. The chosen BDT are inputted 11 variables (D, mass, pt, KtDR, 21, as, 11, P, REW, A, Cy).
As for DNNSs, several test groups of similar variables are defined as shown in Table 5.2, then DNNs are
trained for each group as an input set. The same as the case of the BDT, a DNN with the least input
variables having a background rejection consistent with the one having the highest background rejection
within statistical fluctuation is chosen as the best DNN. The group 8 is chosen as the best DNN which
are inputted 12 variables (D3, mass, pt, KtDR, 121, a3, P, ng, A, C2, Zeut, Vd12).

Both BDT and DNN hyperparameters®) are optimized by grid scans with the same metric as the input
variable optimization, the background rejection at 50% signal efficiency®). Chosen hyperparameters are
shown in Tables 5.3 and 5.4.

The output distributions for the BDT and DNN are shown in Figure 5.20. The BDT and DNN distribu-

3 Hyperparameters are parameters given before training.
) Details on the hyperparameter optimizations are summarized in Reference [127].
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Table 5.2: A summary of the set of observables that were tested for W boson for the various DNN input
observable groups as well as the chosen sets for DNN and BDT as input observables using Figures 5.19
is shown.

DNN Test Groups Chosen Inputs
Observable 1 2 3 4 5 6 7 8 9 | BDT DNN
mass o o o o o o o o o o
pT (o] o] (0] ] [e) o (0]
e3 o o o o
Cy o o o o o o o
D, o o o o o o o
T1 o o
T2 (o] o
T21 o o o o o o o o
RIZIW o o o o o o o o o
P o o o o o o o o o
as o o o o o o o o o
A o o o o o o o o o
Zeut o o o o o o o
Vdiz o o o o o
KtDR o o o o o
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Table 5.3: Brief explanations of the BDT parameters and the chosen parameters are shown.

Setting Name Description Chosen Value
BoostType Type of boosting technique GradientBoost
NTrees Number of trees in the forest 500
MaxDepth Max depth of the decision tree allowed 20
Minimum fraction of training events
MinimumNodeSize required in a leaf node 1.0%
Shrinkage Learning rate for GradientBoost algorithm 0.5
Use only a random (bagged) subsample of all events
UseBaggedBoost for growing the trees in each iteration True
Relative size of bagged event sample
BaggedSampleFraction  to the original size of the data sample 0.5
SeparationType Separation criterion for node splitting Ginilndex
Number of grid points in the variable range used
nCuts in finding optimal cut in node splitting 500

Table 5.4: A summary of the chosen DNN parameters and architecture is shown.

Setting name Chosen value or architecture  Reference
Used framework Keras [128]
Layer type Dense [128]
Number of hidden layers 4 [128]
Activation function rectified linear unit (relu) [129]
Learning rate 0.0001 [130]
L1 Regulariser 0.001 [129]
NN weight initialization ~ Glorot uniform [131]
Batch size 200 [129]
Batch normalization Yes [132]
Number of epochs 100 [128]
Architecture 16, 14,9, 6 -
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tions have similar shapes. As shown in Figure 5.18, those have considerably strong correlations, 79% for
W jets and 59% for q/g jets. Moreover, correlations between those machine learning outputs and input
variables are also similar. The correlation to the D; is the most strong which is expected because the D

is the most powerful single discriminator.
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Fig. 5.20: Output distributions for the BDT (left) and DNN (right) taggers. The blue and red shaded
areas represent W boson and q/g jets distributions, respectively.

Background rejections are compared to the two-variable-tagger by ROC curves) as shown in Figure 5.21.
Background rejections for the BDT and DNN taggers are almost the same, and those are superior to the
one for the two-variable-tagger by approximately 20%. Those are the first constructions of weak vector
boson identification techniques with large-R jets by machine learning approach, and those performances

are the best among weak vector boson identification techniques ever built at that time [107].

While those great performances, those have undesired strong correlations to jet mass as shown in Fig-
ure 5.22. Before the cut of BDT or DNN taggers, a mass distribution for the background q/g jet has an
exponentially decreasing shape with respect to the large-R jet mass. After cuts of the BDT or DNN tag-
gers, the mass distribution for the background q/g jet is very similar to the one for signal. This indicates
that analyses cannot use mass-sidebands as background control regions. Since the profiling of nuisance
parameters at mass-sidebands by the simultaneous likelihood fit are essential for most of the analyses

including the semileptonic VBS analysis, this tagger is not used in the semileptonic VBS analysis.

A decorrelation technique exploiting adversarial neural network is being developed in [133], this tech-
nique achieved a drastic decrease in correlation between the mass and neural network output. Implemen-

tation of such a new algorithm is the future prospects for the next generation of analysis.

SJROC curve: A 2-dimensional graph for sets of signal efficiency and a background efficiency or rejection obtaining from
scanning over the various cut thresholds.
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Fig. 5.21: The performance comparisons of the W taggers in a low-pt (left) and high-pr (right) bin are
shown. The performance is evaluated with the same pr distribution for signal and background; W jets
are weighted to match pr distributions of the multijet background samples.
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Fig. 5.22: Calorimeter mass distributions showing the signal before selection and the background both
before selection, with a selection only on D, with a selection on the BDT discriminant, and the DNN
discriminant in the case of W boson tagging in 1000 < pr < 1500 GeV are shown.
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CHAPTER 6

Search for Semileptonic Vector Boson Scattering

In this chapter, the main body of this thesis, search for the SM semileptonic VBS is described. The
introductions to the signals and backgrounds are described in Section 6.1. The dataset and MC simula-
tions used in this analysis are explained in Section 6.2. Sections 6.3 and 6.4 describe event selections
to improve the signal purity of the dataset. The SM background estimation methods are explained in
Section 6.5. Sections 6.6, 6.7 and 6.8 describe the definition of fiducial volume performed the cross-
section measurement for the semileptonic VBS, systematic uncertainties, and the setup for the likelihood
fit. Finally, the results of the likelihood fit are described in Section 6.9.

6.1 Experimental Signature of Semileptonic VBS and Backgrounds

The experimental signature of the VBS processes is characterized by two bosons and two forward jets,

which is illustrated in Figure 6.1.

Vi

jetl

z (beam axis)

jet2
V2

Fig. 6.1: A schematic diagram of a typical VBS topology in the experimental system.

Two forward jets are tagged by requiring the highest invariant mass of a pair of small-R jets (is referred
to as m;?g in short), and a central diboson system is reconstructed by two small-R or one large-R, and

leptons and/or E?i“.

Multiple processes can be contributed to the topology, the production of VVjj having only electroweak-
interaction vertices (EWVVjj), and having two strong-interaction vertices (QCDVVjj). Representative
Feynman diagrams are shown in Figure 6.2. EWVVjj composes of two processes, the VBS processes
which are actual scatterings of two vector bosons, and the rest of the diagrams (non-VBS) which two

vector bosons do not scatter each other. The non-VBS processes cannot separate in a gauge-invariant
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6.1. EXPERIMENTAL SIGNATURE OF SEMILEPTONIC VBS AND BACKGROUNDS

way [134] and those inflict a non-negligible contribution to a total cross-section, therefore, it is included

in the signal definition.

Fig. 6.2: Representative Feynman diagrams of the VBS processes (left), the electroweak productions of
the non-VBS processes (center), and the strong productions of the non-VBS processes (right) are shown.
The wavy, curled, and straight lines represent W/Z bosons, a gluon, and quarks, respectively. The dashed
circle can be replaced with the VBS interactions as shown in Figure 2.1.

Three semileptonic decay channels for VV system are explored as a Z boson decaying into a pair of
neutrinos, Z — vv;!) a W boson decaying into a charged lepton (an electron or muon, denoted by
) and a neutrino, W — ({v; and a Z boson decaying into a pair of light charged leptons, Z — ££.
In all cases, the other vector boson V is required to decay into a pair of quarks, V. — qq, leading to
ZV — vvqq, WV — €vqq, and ZV — {{qq final states. These processes overlap in the fiducial region
of the measurement because of the geometrical acceptance of the detector for leptons and jets. The decay
channels are selected as 0-, 1- and 2-lepton final states, where the 1-lepton (2-lepton) final state receives
the only contribution from WV — {vqq (ZV — {lqq) processes, and the O-lepton final state receives
about equal contributions from WV — {vqq (missing one charged lepton) and ZV — vv(qq processes.

Adding to the QCDVVjj, several SM processes having relatively high cross-sections can fake the signal
topology. Representative Feynman diagrams of backgrounds at tree level are shown in Figure 6.3. The
main source of background for this study is the single W or Z boson production in association with jets
(referred to as W+jets and Z + jets, or collectively V+jets). The V+jets are different final states from
the signals, but those fake signals by additional jets produced from gluon radiation and pileup collisions.
The second largest background is the top quark pair production processes (tt). The tt production is
exactly the same final state to the signals, and it can be identified by tagging two b-hadrons with the
b-tagging. There are minor contributions from single top quark production (single top) containing t-
channel, s-channel, and t-channel in association with a W boson. Those are differentiated to the signals
by using topology and the b-tagging.

YTo simplify the notation, antiparticles are not explicitly labeled in this thesis.
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Fig. 6.3: Feynman diagrams of W+ jets (top left), Z + jets (top center), tt (top right), single top produced
via t-channel (bottom left), s-channel (bottom center), and t-channel in association with a W boson
(bottom right) are shown.

6.2 Experimental Datasets and Monte-Carlo Simulations

This section describes the experimental datasets and MC simulations. In Section 6.2.1, the history of data
taking, corresponding integrated luminosities and pileup conditions, and triggers are shown. A summary

of event generators used for MC simulations is described in Section 6.2.3.

6.2.1 Experimental Datasets

The dataset used in this study is collected with the ATLAS detector in 2015 and 2016 pp collisions
at /s = 13 TeV. Data collection histories and the distribution of the mean number of interactions per
crossing (< p >)2) are shown in Figure 6.4. In the 2015 (2016) runs, the ATLAS experiment recorded
an integrated luminosity of 3.9 fb~! (35.6 fb~!) out of 4.2 fb~! (38.5 fb!) delivered by the LHC, which
corresponds to a data taking efficiency of 92%. The inefficiencies are due to warm start: when the
collisions become stable, the tracking detectors are turned on a ramp of the high-voltages and turning on
the preamplifiers for the pixel system. Further quality requirements are imposed on the data to ensure
all detectors worked correctly. The efficiencies for each detector are shown in Table 6.1. Overall, the
efficiency is 87.1 (93)% for the 2015 and 2016 data takings, and the main source of inefficiencies are the

IBL and toroid turned off in a few runs. Furthermore, saturation in the specific cell of the electromagnetic

Y The mean number of interactions per crossing denotes the mean of the Poisson distribution of the number of interactions
per crossing calculated for each bunch from the instantaneous luminosity (Lyunch) @s it = Lbunch Oinet/fr, Where oinel denotes the
inelastic cross-section for 13 TeV collisions (80 mb for this analysis), and f, represents the LHC revolution frequency.
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calorimeter are observed and it is not implemented in MC simulations. It is removed by the run-by-run

veto with an efficiency of 98%. The total integrated luminosity used in this analysis is 35.5 fb~.
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Fig. 6.4: Accumulated integrated luminosity plots for the years of 2015 (left) and 2016 (right) are
shown. The green and yellow histograms are corresponding to the LHC delivered luminosity and ATLAS
recorded luminosity. In the bottom plot, distributions for the number of interactions per crossing in runs
for 2015 (green), 2016 (light blue), and its total (deep blue) are shown.

The datasets are categorized by data taken periods summarized in Table 6.2. Since the categorization
corresponding to the proton collision conditions which are deeply related to the trigger strategy, trigger

sets used in this analysis are chosen with respect to those data taken periods.

6.2.2 Trigger selection

Different trigger sets are used in each O-, 1-, and 2-lepton channel with respect to those final states.
For the O-lepton analysis, only the unprescaled E%ﬁss triggers are used. The thresholds are varied be-
tween 70 — 110 GeV with respect to different collision conditions. For the 1- and 2-lepton analyses,
the unprescaled single lepton triggers with the lowest momentum threshold at that time are used. The
thresholds are 20 — 140 GeV for the various requirements. In order to compensate for a relatively lower
efficiency of the muon trigger due to the insensible detector regions as described in Section 4.12, the

E?iss triggers?) is collectively used at pr(uv) > 150 GeV for the 1-lepton channel. Since the trigger

3)Luckily, the muons are not included in the EI** calculation at the trigger level.
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Table 6.1: Good data quality efficiencies of each detector for each year in a unit of % are shown [135].
The relatively large inefficiency of the pixel detector shown in 2015 is because of the IBL being turned
off for two runs. The toroid inefficiencies in 2015 and 2016 are cased by turning off for some runs.

year Inner Detector Calorimeter Muon Spectrometer Magnet total

Pixel SCT TRT LAr Tile MDT RPC CSC TGC Solenoid Toroid | =
2015 | 935 994 983 994 100 100 100 100 100 100 97.8 | 87.1
2016 | 989 999 997 993 989 998 99.8 999 999 99.1 97.2 93

Table 6.2: Naming of periods and corresponding luminosities [136] are shown for each year. The run
numbers are associated with each proton fill. The integrated luminosities represent the ones delivered by

the LHC.

Date Taking Corresponding Integrated
Year Period Period Run Numbers  Luminosity[/pb]
DI1-D6  Aug.12 - Aug.23 276073-276954 105
El1-E5 Sep.06 - Sep.20  278727-279928 501
F1-F3 Sep.20 - Sep.26  279932-280422 353
2015 Gl1-G4 Sep.26 - Oct.06  280423-281075 821
HI1-H3 Oct.06 - Oct.12  281130-281411 616
J1-J6 Oct.20 - Nov.03  282625-284484 1620
total 4016
Al1-A10 Apr.22 - May.27 296939-300287 764
B1-B5 May.27 - Jun.06  300345-300908 2231
C1-C4 Jun.11 - Jun.21  301912-302393 3222
D1-D8 Jun.24 - Jul.10  302737-303560 5852
E1-E3 Jul.10 - Jul.16 ~ 303638-303892 2253
2016 FI-F3 Jul.16 - Jul.25  303943-304494 3729
G1-G7  Aug.0l - Aug.21 305291-306714 4618
I1-15 Aug.24 - Sep.09  307124-308084 6235
K1-K3 Sep.24 - Oct.03  309311-309759 2561
LI-L11  Oct.06 - Oct.26  310015-311481 6942
total 38407
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efficiencies are not reached up to 100% at 150 GeV, trigger efficiency scale factors are applied as shown

in Figure 6.5.
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Fig. 6.5: The trigger scale factors for the E* triggers used in this analysis are shown. The ER® trigger
are used above p(nv) = 150 GeV (vertical dashed line).

The triggers used in the 0-, 1-, and 2-lepton channels are summarized in Tables 6.3, 6.4, and 6.5.

Table 6.3: A list of triggers used in the O-lepton channel analysis is shown. The xe or XE stands for E?iss,
the mht stands for an E%‘iss reconstruction technique described in Section 4.7.3 and Reference [137]. The
numbers corresponding to E?iss thresholds. HLT xel110_mht_L1XE50 stands for passing L1 trigger
with a threshold of ER** > 50 GeV and HLT trigger with a threshold of E™* > 110 GeV using the mht
E?i“ reconstruction technique.

Year Period MET triggers
2015 whole period HLT_xe70
2016 A-D3 HLT xe90_mht _L1XE50

D4-E4,F2-L11 HLT xell0_mht_L1XE50

6.2.3 Monte-Carlo Simulations

Teh expected signal and background processes are simulated by the Monte-Carlo method (MC) imple-

mented by the several dedicated simulation programs explained in the following subsections.

94



6.2. EXPERIMENTAL DATASETS AND MONTE-CARLO SIMULATIONS

Table 6.4: A list of triggers used in the 1-lepton channel is shown. the lhtight, lhmedium, and lhloose
stand for passing tight, medium, and loose likelihood-based identification requirements, respectively.
iloose, ivarloose, and ivarmedium stand for isolation requirements described in Section 4.3.4. More
details are described in Reference [137].

Muon channel

Year  Period Electron channel pr (1) < 150 GeV pr (1v) > 150 Gev
HLT_e24_lhmedium_-L1EM20VH HLTmu20-iloose_L1MU15
2015  whole period HLT_e60_-lhmedium HLT_mu40 HLT_xe70
HLT_el20_-1hloose
HLT_e26_1htight_-nod0O-ivarloose HLTmu24_ivarloose
A HLT_e60_lhmedium_nod0 HLT mu40 HLT_xe90_mht_L1XE50

HLT_el40-1hloose_nod0

HLT 24_1 di
2016  B-D3 the same as above - tvarmedium the same as above
HLT mu50

D4- the same as above HLT-mu26-ivarmedium HLT_xel1l0.mht_L1XE50
HLT_mu50

Table 6.5: A list of triggers used in the 2-lepton channel analysis is shown. Notations are the same as
Table 6.4.

Year Period Electron channel Muon channel
HLT_e24_lhmedium_L1EM20VH HLT mu20_iloose_LL1MU15
2015 whole period HLT_ e60_lhmedium HLT mud40
HLT_el20_1hloose
HLT e26_1lhtight nod0O_ivarloose HLT mu24_ivarloose
A HILT_e60_lhmedium_nod0 HLT_mu40

HLT el40_1hloose_nodO

HLT mu24_ivarmedium

2016 B-D3 the same as above HLT. mu50
the same as above HLT mu26_ivarmedium
B-D3 HLT mu50
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Electroweak VVjj Simulation

The EWVVjj production is modeled using the MADGRAPHS_aMC@NLO v2.3.3 [38] event generator
with the NNPDF30LO PDF set [53]. The parton shower and hadronization are implemented with the
PYTHIA 8.186 [55] using the A14 set of tuned parameters for the underlying events [105]. The EWVVjj
samples are generated with two on-shell V bosons, with one V boson decaying leptonically (Z — £¢{
with { = e,u, Z — vv, W — {v with { = e, i, T), and the other V boson decaying hadronically. For
the WWjj processes, all charge combinations are included (W*TW*, WHW~, and W~ W"). For each
sample, all of the purely-electroweak tree-level diagrams (i.e. O(ocgw) diagrams) that contribute to the
final state are included. The non-VBS diagrams are greatly suppressed by the event selection in this
analysis. In particular, for the processes including a Wtb vertex are not considered as EWVVjj signal,
and their contribution is removed by requiring that the VBS tagging jets (a pair of jets originating from
spectator quarks which coming directly from partonic quarks) are not to be b-tagging ones (b-veto). For
EWK WWjj production, the electroweak tt process shows a significant contribution (~70%). Such a

contribution is negligible in the signal region due to b-veto and high m;?g requirements.

Anomalous Quartic Gauge Coupling Signal Simulation

Given a large number of operators that could modify the quartic vertices considered in this analysis, only
a few representative ones are considered as Lgg, Lap, and Lyp. Corresponding couplings are represented
as fso /A4, famo /A4, and f1/A*. MC samples are produced for those three exclusive operators and for all
six final states. The coupling strength of each operator is determined based on the expected sensitivity as
summarized in Table 6.6. Similar to the VBS signal samples, the aQGC samples are modeled by using
the MADGRAPHS5_aMC@NLO v2.3.3 [38] event generator connected with the PYTHIA 8 [55] for the
fragmentation tuned by the NNPDF30LO PDF set [53] is used.

Table 6.6: The aQGC couplings for the benchmark signal samples used in this analysis are shown.
fso/A" fmo/At /A
coupling constant [TeV—] 50 1 5

Background Simulation

The main source of background for this study is the V+ jets process. The V'+ jets events are generated by
the SHERPA 2.2.1 [138] event generator. The W/Z production in association with at most two jets are
calculated at the next leading order (NLO), and three and four jets processes are calculated at the leading
order (LO) using the Comix [139] and OPENLOOPS [140] programs. The tt events are produced by
the POWHEG-BOX v2 [141] event generator with the CT10 PDF set in the matrix-element calculations.
The third largest background is the QCDVVjj process which is a production of a pair of vector bosons
in association with a pair of jets having one or more QCD-induced vertices. The QCDVVjj process
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is generated by the SHERPA 2.2.1 [138] the same as the V+jets events generation. The rest of the
backgrounds are significantly less contribution than the above backgrounds, the single top events are
generated by the POWHEG-BOX v1 [142-144] event generator. All leptonically decaying vector bosons
decay all lepton flavors (e, i, T). For all processes including W and top quarks, spin correlations are
preserved. The top quark mass is set to 172.5 GeV. The EVTGEN v1.2.0 program [145] is used for
decaying bottom or charm hadrons for the POWHEG-BOX samples. The parton showers, fragmentation,
and pileup collision in the same bunch crossing are simulated using the PYTHIA 6.428 [146] with the
CTEQGL1 [54] PDF set with the corresponding Perugia 2012 tune (P2012) for all samples except ones
generated with the SHERPA 2.2.1 which is predefined the dedicated shower programs.

All processes are normalized using the latest theoretical predictions for their cross-sections. Cross-
sections for the V+jets production are calculated with up to the next-to-next-to-leading-order (NNLO)
QCD correction. Cross-sections for QCDVVjj are calculated at the NLO including the LO contribution
with two additional partons [138, 147]. A cross-section for tt events is calculated at the NNLO in QCD,
including resummation of next-to-next-to-leading logarithmic (NNLL) soft-gluon terms [148, 149]. A
cross-section for the single top production is calculated by the NLO in QCD [150], including the NNLL
correction only for the Wt process [151].

A summary of the MC simulations is shown in Figure 6.7.

Table 6.7: A summary of MC simulations used in this thesis is shown.

Process Generator o X BR [pb]

.. .. MADGRAPHS aMC@NLO v2.3.3
EWWVjj — vvqq/lvqq/llqq +jj +PYTHIA 8 2.22

. .. MADGRAPHS5 aMC@NLO v2.3.3

aQGC WVjj — vvqq/lvqq/llqq +jj +PYTHIA 8 -
Wjets — v + jets SHERPA 2.2.1 6.63 x 10
Z+jets — 11/vv + jets SHERPA 2.2.1 1.93 x 10*
tt — lvqqbb/lvlvbb POWHEG-BOX v2 + PYTHIA 6 452
Single top — lvb POWHEG-BOX vl + PYTHIA 6 4.14
QCDWVjj — vvqq/lvqq/llqq + jets SHERPA 2.2.1 82.7

Generated MC events are simulated with a detailed detector simulation [152] by the GEANT4 [153]. In-
and out-of-time additional collisions are simulated by the PYTHIA 8.186 and overlaid in the same and
neighboring bunch crossing (pileup). All MC simulations are reweighted to match the pile-up condition

in the observed data.

6.3 Event Selection

In order to enhance a signal purity, selections are imposed by making use of the VBS signal topology.

The events are preselected first as described in Section 6.3.1, then specific event selections are applied
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for each 0-, 1-, and 2-lepton channel described in Sections 6.3.2, 6.3.3, and 6.3.2.

6.3.1 Preselection

Common jet selection criteria are applied to all categories, pr > 20 GeV for [n| < 2.5 and pt > 30 GeV
for 2.5 < In| < 4.5 for small-R jets. Large-R jets are required to have pt > 200 GeV for n| < 2.0.
Events are split by a pr of a hadronically decaying vector boson V},4. Events having one or more
qualified large-R jets are categorized as merged, otherwise resolved. For resolved channels, candidates
for the tagging jets*) are selected by choosing a small-R jets pair with the highest invariant mass (m;?g),
then a jet pair which has a minimum value of min(jmy — myl, Imz — my; )°) from the remaining jets
is chosen as a candidate for hadronically decaying W/Z boson (Vpq). In merged channels, forward jets
are selected first in the same way as the resolved case, then a large-R jet which has a minimum value
of min(|mw — myl,|mz — m;|) where m; is invariant mass of a large-R jet is chosen as a Vyaq. The

distribution of m; is shown in Figure 6.6.

Before categorizations, the events are applied to the lower cut on 400 GeV for a m;?g . The distribution
of m;?g is shown in Figure 6.6. The cut value 400 GeV is chosen to have enough signal and background
statistics on the MC simulations to effectively train the BDT which is introduced in Section 6.4.1. Then
events are categorized in 0-, 1-, 2-lepton channels by the number of charged leptons, then those subcate-

gories are analyzed separately as discussed below in turn.

6.3.2 0-lepton

Events passed E%ﬁss triggers are required further E?iss cut (greater than 200 GeV) and no lepton with
pt > 7 GeV in an event. The E?iss cut threshold is determined to maximize the bin-by-bin accumulated
significance of the mr distribution. In the O-lepton channel, the QCD-induced multijet background is
significant, so the multijet event suppressing cuts, an angle between track-based ﬁ?iss and calorimeter-
based E?i“ to be smaller than 7t/2 (Ad)(ﬁ?iss, ﬁ%iss) < 7/2), the smallest angle between small-R jets and
E%‘iss to be greater than 7t/6 (min[Ad( E%i“, small-R jet)] > 71/6), and the angle between E?iss and Viuq
momentum to be greater than 7t/9 (Acb(ﬁ?iss, Vhad) > 71/9) are simultaneously applied. The thresholds

for the multijet event suppressing cuts are determined that the multijet events are to be negligible.

6.3.3 1-lepton

Events are imposed to have exactly one ‘tight’ lepton with pr > 27 GeV, no ‘medium’ lepton with
pr > 7 GeV, and EXS greater than 80 GeV. The EX* cut threshold is determined to maximize the bin-
by-bin accumulated significance of the myy distribution. In the 1-lepton channel, the tt process shows

non-negligible contamination, so events that have b-jets are rejected.

) A pair of jets originating from spectator quarks which coming directly from partonic quarks.
Smw = 80.385 GeV and mz = 91.187 GeV are used in this study.
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Fig. 6.6: The m;?g (left) and large-R jet mass (right) distributions for events required to pass the 1-lepton
trigger set and having exactly one lepton, one large-R jet, and large-R jet mass greater than 50 GeV are
shown. For the left plot, the ratio of the observed data to the MC simulation is wavy because the in-situ
large-R jet mass calibration is not imposed, and it is covered by the systematic uncertainty. The first and
second peak of the large-R jet mass distribution derived by W boson and top-quark masses. The signal
has also the second peak because of electroweak tt contamination as described in Section 6.2.3. For the
right plot, the predictions of the MC simulations are quite overshooting the observed data, especially at

the high mee region. The deviation will be calibrated by m;?g reweighting as described in Section 6.5.1.

)

6.3.4 2-lepton

Two ‘loose’ leptons with pt > 20 GeV in which one ‘tight’ lepton with pt > 28 GeV are required. The
invariant mass of pair of the leptons satisfying 83 < mee <99 GeV for electrons and —0.0117 x pi* +
85.63 < my, < 0.0185 x pi* + 94 GeV for muons. Cut values are chosen to take into account invariant

mass resolutions shown in Reference [154].

6.3.5 Signal Regions and Control Regions

Further categorization criteria are applied either to enhance the signal purity as a signal region (SR) or
to enhance the purity of each background component as a control region (CR). As for the SR, invariant
mass of Vj,q to be close to boson mass poles, 64 < m;; < 106 GeV is required for resolved (resolved
SR), or large-R jets pr dependent mass window cuts are applied as shown in Figure 5.17 (merged SR).
Merged regions are subdivided with D; cut thresholds into the high-purity SR (HP SR) and low-purity
SR (LP SR). The HP SR is defined as passing a 50% signal efficiency cut threshold on D,. The LP
SR is defined as failing a 50% signal efficiency cut threshold but passing an 80% signal efficiency cut
threshold on D;,. The thresholds are shown in Figure 5.17. The HP SR has the best signal purity and
shows the primary sensitivity. The LP SR recovers signal efficiency for transversely polarized W/Z

bosons because those decay products tend to have asymmetric momentum in the experimental frame,
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and this leads to a fuzzy 2-prong structure having a D, value between the longitudinally polarized W/Z
boson jets and background q/g jets. Additionally, the LP SR also works as a CR of backgrounds. Vjaq
mass sidebands of the SR are exploited as V+jets CRs since the backgrounds are expected not to have
hadronically decaying V bosons, the mass of Vj,q must not have a resonant structure. Those are referred
to as VCR, ZCR or WCR depending on channels. The HP and LP CRs are also prepared the same as
in the SR. tt CRs having one or more b-tagged jets are set only for the 1-lepton channel referred to as

TopCR.

The ordering of the above categorization is organized as shown in Figure 6.7.

preselection ‘* merged HPSR » merged LPSR * resolved SR

¥ ¥

TopCR resolved VCR « merged LPVCR « merged HPVCR

Fig. 6.7: The ordering of the categorization is illustrated. The events passed the preselection are subse-
quently imposed on criteria in the ordering of allows if those do not pass the previous criteria.

A schematic diagram of the SR and CR definitions and compositions of each signal and background is

shown in Figure 6.8. A summary of signal event selections is shown in Table 6.8.
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Fig. 6.8: A schematic diagram of SR/CR definitions for resolved (top left) and merged (bottom left) are
shown. A plot for event yields in each signal and control region (right) is shown. The labels L.O, L1, and
L2 stand for the 0-, 1-, and 2-lepton channels, respectively. The labels ‘HP SR’, ‘LLP SR’, and ‘SR’ stand
for the high-purity merged, low-purity merged, and resolved signal regions, respectively.
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6.4 Multivariate Analysis

The SRs defined in the previous section achieved to extract quite high purity signal regions, however,
those are not sufficient to observe the EWVVjj processes with enough significance to claim an evidence.
Therefore, events in the SRs are further processed by the Boosted Decision Tree (BDT) to utilize the
whole kinematical information about events including those higher order of correlations as much as pos-
sible. The BDT is chosen among machine learning algorithms because of the reasonable training speed
and implementability on ROOT [155] based analysis codes through the Toolkit for Multivariate Data
Analysis (TMVA [78]). The BDT is trained with simulation events with optimizing the input variable
set and hyperparameters of the BDT as described in Sections 6.4.1 and 6.4.2. Output distributions of the
BDT are exploited as discriminant variables for the statistical tests described in Section 6.8 are shown in
Section 6.4.3.

6.4.1 Training Setup

tag
jj
quirement for 0- and 1-lepton channels and additionally removing W/Z-tagger requirements for 1-lepton

The BDT is trained with MC simulated events. Extended signal regions are set by removing m..* re-
to acquire enough training statistics. Two subdivided samples of equal size are used for the training sep-
arately and applying conversely®), then the output distributions are merged with each other. This way

utilizes full statistics of the MC simulated samples in the training but avoids any overtrainings’.

Hyperparameters of the BDT are optimized at the merged region for each channel separately, and those
are applied in both the merged and resolved regions. The considered hyperparameter set is the same one
as shown in Table 5.3. The optimizations are performed at the merged regions because those have fewer
statistics than that of resolved ones, hence, the chosen hyperparameter sets are safer against overtrainings

at resolved regions compared to the inverse case. The chosen hyperparameter sets are shown in Table 6.9.

6.4.2 Input Variables

Input variable set is intended to be formed by variables having higher separation powers between the
signal and backgrounds but not to have similar variables which have large redundancy, also distributions
of chosen variables for simulated samples have to show good agreement with distributions for the ob-
served data from an aspect of reliability of this measurement. Most of the variables are chosen related to
the kinematics of tree-level four-momenta which characterize the signal topology. Additionally, the q/g
separating variables related to the internal structure of jets and the number of jets are considered because
of most of the backgrounds induced by the QCD interactions which tend to produce outgoing gluons.

The optimization is done for each lepton channel and resolved or merged, separately.

9 Samples are divided into A and B for the even and odd number of events, respectively. Then each subsample A and B is
used for training and get BDTa and BDTg. The BDTy (3, is applied to subsample B(A) to create the templates.

") A machine learning algorithm learns statistical fluctuation on the training sample, which can be a cause of bias in the
measurements.
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6.4. MULTIVARIATE ANALYSIS

Table 6.9: A summary of the BDTG algorithm parameters for 0/1/2-lepton channels is shown.

BDTG parameter 0-lepton 1-lepton 2-lepton
NTrees 400 800 400
MaxDepth 4 4 4
Shrinkage 0.1 0.3 0.1
MinNodeSize 5% 5 % 15 %
nCuts 20 20 20
UseBaggedBoost True True True
BaggedSampleFraction 0.5 0.5 0.5
SeparationType Ginilndex Ginilndex Ginilndex

Candidates for the input variables into the BDT are listed in Table 6.10. The small-R jets are labeled
in decreasing pr as ‘j1” and ‘j;” for a Vyq candidate, and as ‘tag, j;’ and ‘tag, j»’ for the tagging-jets.
The invariant mass and transverse momentum of the reconstructed VV (VVjj) system are denoted by
myy (myy;;) and p\TN (p\Tij), respectively. In those calculations, the momentum of a neutrino from
W — lv decay (pv = (pTw,Pzv)) is obtained by requiring W mass (my) constraint on a lepton
(p{L = (pT,1, P21, ™1)) and a neutrino system. The W mass squared is expressed as

2
my = (El + \/m> - ((piv +pT)* + (Po +pz,1)2) 6.1)
= TTL% + ZEI\/]m - zpivpil - sz,vpz,b (62)

(6.3)

In order to solve the unknown p, v, a quadratic equation on p,y is formed as

2 2 2 - = 2 - = 2 2.2
0 = 4pri-pyy—4 (mw + ZPT,VPTJ) Pzl Py — (mw + 2pT,va,1) +4E{pTy,  (6.4)

where an approximation that the lepton mass can be ignored compared to its momentum is assumed.
The pr,y is assumed to be E%‘i“, and then p, is obtained by solving the quadratic formula. In this
study, the smaller real component of the solutions is chosen because it is slightly close to the true value.
Angular variables are also considered, such as the pseudorapidity gap between the tagging-jets (An;?g)
and between the small-R V},q jets (Anj;), the angular separation between the lepton and neutrino from
the W boson decay (AR({, v)) in the 1-lepton channel, and the azimuthal angle between the directions
of E?iss and the large-R jet (Ad)(ﬁ?i“, J)) in the merged category of the O-lepton channel. A topological
variable named boson centrality is also used, and it is defined as {y = min(An_, An. ), where An_ =
min[n(Vhaa), N(Viep)] — minfMag j,  Ntag,j,] and Any = maxneag i, , Ntag j,] — maxm(Vhaa),n(Viep)l. The
variable (v has large values when the tagging-jets have a large separation in 1 and the two boson can-
didates lie between the tagging-jets in 1. Variables sensitive to the quark—gluon jet separation are also
included, such as the width of the small-R jets (w) [156], and the number of tracks associated with the

jet

jets (T, ). The number of track jets M yack and the number of additional small-R jets other than the

Vhad jets and tagging-jets T exy are also found to be useful for the BDTs. In the 1-lepton channel, the

103



6.4. MULTIVARIATE ANALYSIS

pseudorapidity of the lepton (1) is also considered.

In order to quantify which variable has affected BDT outputs the most, those are ranked by that impor-
tance, variable importance which is defined as how often the variable used to split decision tree node by
weighting the separation gain-squared and the number of events on each node. The ranks are displayed
in Table 6.10. For both the resolved and merged regions, the kinematical variables related to the forward
jet pair and the central diboson system are highly ranked. That is expected because those kinematics
reflect the most significant differences of the Feynman diagrams between the signal and backgrounds,
and those four-momenta can be measured with better resolutions than the other variables. One of the q/g
jets separation variable w1 is relatively highly ranked at resolved regions, which is guessed because
the resolved regions contain much V+jets backgrounds than the merged regions, and the second, third,
and fourth jets of V+jets events tend to be gluon jets since representative Feynman diagrams of V+jets

events contain only one quark.

In order to check the inputs having no large redundancies, linear correlation coefficients are evaluated
as shown in Appendix C. Basically, most of the pairs of variables have weak correlations, i.e. which
are worth inputting into the BDT. Several pairs of input variables have strong correlations, which are
quantitatively understood. The distributions of input variables of the BDTs are compared between the
observed data and MC simulations as shown in Appendix B. In general, each of them is found to be in
good agreement. Additionally, modelings of correlations between pairs of input variables are checked as
shown in Appendix C. Most of the correlations between pairs of input variables in the observed data are
reproduced by the MC simulations. Summarizing the above, The correlations between input variables
are well understood, and the input variables are well modeled by the MC simulations including those
correlations, hence, the machine learning approach introduced in this analysis is thought to be well
controlled.

6.4.3 Output Variables

The output BDT distributions for each channel are shown in Figures 6.9, 6.10, 6.11. Those range over
approximately between —1 to 41, and the signal purity monotonic increases at higher BDT output values.
The BDT outputs have much better discriminating power than that of a signal variable such as myy,
for example, the expected significance by a likelihood fit with BDT outputs is 2.5 standard deviations,
whereas that with myy is 1.5 standard deviations. Therefore, the approach to exploit the BDT algorithm

has a huge importance on this analysis.
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Table 6.10: Variables used in the BDT trainings in the resolved (left) and merged (right) categories
of each lepton channel analysis are shown. The numbers in cells represent the rankings by the variable
importance.

. resolved . merged
Variable Variable
O-lepton 1-lepton 2-lepton O-lepton 1-lepton 2-lepton
el - L
mig |- -9 e -
P?gdﬁ 12 8 _ p?gﬁz 5 3 8
Py 10 11 8 m 3 - -
Any; 8 9 4 DQ?:” 7 - 4
P)T] 13 _ _ E%ISS 2 _ _
P2 4 2 5 AG(ERST) | 4 - -
Wit 5 7 7 ¢ - 4 -
w2 7 5 6 T track 6 - -
nz:r]acks - 12 14 Cv - 2 2
TLirzacks - 15 16 myv - - 3
W1 6 6 1 pyV - - 5
Wwiagia 9 13 12 My vjj — 1 -
tag,j WVjj

ntrac]'(‘S - 14 15 Pr ”. - - 7
nao2 - 16 11 W 8 - -
U track 11 - 3 w2 9 - -
T extr 3 - -

Ezrniss 2 _ _

L - 3 -

AR(L,v) - 10 -

Cv - 4 10

myyvy - - 13

mMyvjj - 1 -
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Fig. 6.9: BDT response distributions in the O-lepton SRs, merged HP (top left), merged LP (top right)
and resolved (bottom) are shown.
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Fig. 6.10: BDT response distributions in the 1-lepton SRs, merged HP (top left), merged LP (top right)
and resolved (bottom) are shown.
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6.5 Background Modeling and Estimation

Background templates for statistical tests are made by the MC simulations except for the QCD dijet
background estimation as described in Section 6.2. This section describes dedicated corrections for
V+jets samples and QCD multijet estimation method in Sections 6.5.1 and 6.5.2, respectively. An
estimation way for the interference between QCDVVjj and EWVVjj is also shown in Section 6.5.3.

6.5.1 V+ jets background

There is a known issue related to modeling of mﬁ?g distribution in SHERPA2.2.1 which overshoots the
observed data as shown in Figure 6.12. Authors of SHERPA suspect that it presumably relies on the
tuning of QCD parameters, therefore, it is planned to retune in the next version of SHERPA, SHERPA2.7.
However, the releasing takes considerable time, hence, in-situ m;;lg shape corrections are performed in

this analysis as shown below.
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Fig. 6.12: Comparisons of m;?g distributions between the observed data and SHERPA2.2.1 or MAD-

GRAPHS_aMC@NLO v2.3.2 at merged WCR region except for the m;?g cut. The prediction of MAD-
GRAPH5_aMC@NLO performs better modeling than that of SHERPA2.2.1, however, it have been gen-
erated much fewer statistics in timescale of this analysis, SHERPA2.2.1 has been chosen as the nominal
sample.

The correction goes as follows, a fit is performed to a ratio of the observed data to the MC simulations
for m;?g after normalizing its scale at each 1-lepton WCR for W+ jets and the 2-lepton ZCR for Z +jets
by a linear function, and it is applied to each W+ jets and Z + jets SHERPA sample as an event-by-event
weight with respect to m;.’g . Distributions for Non-V+ jets MC simulated samples are subtracted from
the distribution for the observed data to obtain pure V+jets event shapes. The number of events for
non-V+jets MC is at most 10%. The same reweighting functions are applied to the 0-lepton channel.
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However, deviations are found in VCR of the O-lepton channel after reweighting due to phase-space

differences between the 0- and 1- or 2-lepton channels caused by different event selections. An additional
reweighting is applied only for the 0-lepton channel (c(m;?g

channel to the O-lepton channel on the m;?g distributions. The total weight represents as

)) which is a ratio of the 1- or 2-lepton

Ndata _ Nnon—W+jetsMC

tagy tag

w(mg™) = NWajetsMC x c(my®), (6.5)
tagy 1lep(2lep) Olep

C(m]] ) - NW+jets(Z+jets)MC/NW+jets(Z+jets)MC’ (6.6)

where NX stands for the number of events for the X sample, non-W+ jetsMC denotes the sum of the
MC simulated samples other than the V+ jets sample.

The correction factor measurements are performed at subdivided WCR and ZCR by additional myyqq
binnings, Myhqeq = 50, 60,70 and 100, 150, 200,300 GeV in order to account for myn.q dependences
on the m;?g mismodelings. The correction factor estimations for representative mypqq subdivided WCR

regions are shown in Figure 6.13.
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Fig. 6.13: Fits of m;;.lg slope at a particular mypnqq bin of the resolved (left) and merged (right) WCR
are shown.

The measured correction factors (W(m;?g)) are obtained by interpolating to the SR mass window (Myngq ~
[70,100] GeV) by the linear fittings as shown in Figure 6.14. The correction factors commonly used in

this study are summarized in Table 6.11.

Sanity checks by comparing distributions between the observed data and the SHERPA samples after
applying the correction factors are performed as shown in Figure 6.15. Distributions are consistent with
the observed data after applying correction factors, which indicate that the reweighting functions are
correctly estimated in the regions.

ag

Figure 6.16 shows the m;]

correction weights as a function of m;?g for the W+jets and Z+jets processes
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Fig. 6.14: Constants (top) and slopes (bottom) of the reweighting functions as a function of mynqq
for resolved (left), for merged (right) regions are shown. The red band represents the 68% confidence
interval of the linear fit. Regions surrounded by the blue lines roughly correspond to the SR, and the

constants and slops at the center of those blue lines are used for the m;?g reweighting.

Table 6.11: A summary of coefficients for the estimated m;?g reweighting functions for the W+ jets
process is shown.

W+ jets Z +jets
Resolved Merged Resolved Merged

Po (constant) 1.10(4) 1.10(2) 1.17(7) 1.17(4)
p1 (slope) [GeV™']  —2.1 x1074(2) —1.9x107%(3) —2.50 x 1074(6) —2.7 x 1074(2)

Table 6.12: A summary of coefficients for the estimated additional m;?g reweighting functions (c(m;?g))
for the W+ jets and Z + jets processes is shown.

W+ jets Z +jets
Resolved Merged Resolved Merged

Po (constant) 0.77(5) 0.79(7) 0.82(4) 0.75(4)
p1 (slope) [GeV™'] 2.6 x 1074(5) 23 x1074(6) 1.9x107%(3) 3.0 x 1074(4)
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Fig. 6.15: The m;?g distributions before and after m;?g reweighting for the resolved WCR (left) and
merged WCR (right) are shown. The histograms for the observed data are subtracted by distributions for
the MC simulations other than the W+-jets sample.

for the merged and resolved regions. The uncertainty band includes only the statistical uncertainty deter-
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Fig. 6.16: m;?g ccorrection weights as a function of m]?g for the W+ jets and Z + jets processes in the
merged and resolved regions are shown. The uncertainty band includes only the statistical uncertainty
determined from the fit. For the illustration, the uncertainties in a pair of parameters are correlated 100%
positively.

mined from the fit. All of the reweighting functions are consistent within the uncertainty, which implies
that the mismodeling does not depend on pt of Vp,q. To be conservative, the differences between m;;.lg
distributions before and after the reweighting are taken as a 10 of the systematic uncertainty.
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6.5.2 QCD multijet background

While the V+jets process after the m;; reweighting and the tt process are well modeled in the MC
simulations, the QCD multijet processes, which could contribute to the SRs due to leptons produced in
and after the hadronization or misidentified leptons referred to as fake, are not well described by the MC
simulations in terms of a scale nor shape. The fake mainly arises from two origins, a first fake is from
a pair creation from 7y, which dominates high pt electron fakes. A second fake is due to semileptonic
decay of heavy flavor in jets, which dominates low pr muon fakes. Schematic diagrams for those fakes

are illustrated in Figure 6.17.

Fig. 6.17: . A schematic diagram of a representative electron fake is shown in the left. Asymmetric
decay of y cannot be reduced by the electron isolation cut, hence it can fake an electron. A schematic
diagram of a representative muon fake is shown in the right. B and D mesons that produced from b—
and c-quarks arising from the fragmentation can decay leptonically. This is the main source of p fakes.

The multijet background in the 1-lepton resolved region is estimated by the observed data using a fake
factor method. The multijet background in the O-lepton channel is suppressed using multijet removal
cuts (Section 6.3), and in the 2-lepton analysis, the contribution from multijet is found to be negligible.

Fake Factor Method

The fake factor method derives fake factors by conceptually the same as the ABCD method. The regions
correspond to ABCD are determined by the number of jets and the identification or isolation requirement
for the lepton. Dedicated single jet control regions are defined, which are required to be only one jet
in the events, but the other selections are the same as the SRs. Each region is then further divided into
two subregions, CRgingle jer and CRisri]I\llgle et
as shown in Table 6.13. For the definitions of CRgjygle jer and CRGY

single jet

with the different lepton identification or isolation criterion
for the muon channel at the
pr(pnv) < 150 GeV region, muon triggers listed in Table 6.4 which require isolation requirements are
applied the same as SRs. The isolation requirement for the region is tightened to prevent bias by those

triggers. For the pr(pv) > 150 GeV region is using E?ﬁss trigger, the isolation bias is not a concern.
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6.5. BACKGROUND MODELING AND ESTIMATION

Table 6.13: Identification and isolation requirements for the single jet control regions are shown. The
electron identification categories, TightLH and MediumLH, and the muon isolation variable p1?,. have
already been explained in Sections 4.3 and 4.4, respectively.

‘ CRzﬁgle jet CR;?Xgle jet
electron pass TightLH  pass MediumLH and fail TightLH
muon (pr(lv) > 150 GeV) piTS“;ar/pT < 0.06 0.06 < piTSg,ar/pT < 0.15
muon (p7(lv) < 150 GeV) piTSfi,ar/pT < 0.06 0.06 < piTSfi,ar/pT < 0.07
A fake factor is defined as .
_ Nevent(CR;giEg]e jet) (67)
Nevent (CREY 1)

where Neyent(X) stands for the number of events in a X region.

Fake rates have the dependence on lepton 1 and pr, thus the fake factors are derived with the binning

as shown in Table 6.14. Additional binnings on E?iss are applied for the electron channel because of

Table 6.14: Binnings for each electron and muon channel for evaluating fake factors are summarized.

channel 1 [GeV] | E?iss [GeV]

electron 27-115 0, 60, 75, co

115-135 0,1.37,1.52,2.47 0, 38,52, co

135-155 0, 26, 43, co

155-190 0, 25,45, co
190,300,400,600,00 inclusive inclusive

muon | 27,42,59, 76,99, co 0,1.05,1.5,2.5 inclusive

dependencies on the fake factors for the E?iss are observed. For the muon channel, a fake factor is
estimated in two different regions with pt(pv) < 150 GeV and pr(pnv) > 150 GeV to account for the
different isolation requirements. In order to remove non-multijet contributions, electroweak events in
the CRIIY

single jet region are subtracted by using the MC simulations. Evaluated fake factors are shown as a

function of lepton pr in Figure 6.18 for the region of p7(lv) > 150 GeV.

Validity of the estimation is checked at a validation region (VR) required to be the leading jet pt smaller
than 40 GeV (the SR requires greater than 40 GeV) and loosen EXS cut greater than 30GeV (the SRs
requires E%ﬂss > 80 GeV) as shown in Figure 6.19. As expected, electron fakes are populated at high
pT, Whereas muon fakes are populated low pr. Overall, the estimated multijet background and the
other backgrounds reproduce the observed data at the VR. The considerable discrepancies arise from the
fewer statistics can be covered by systematic uncertainties, and it is found to be negligible impact to this

measurement.
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6.5.3 Interference between QCDVVjj and EWVVjj

The common final state between QCDVVjj and EW VVjj processes implies that the existence of interfer-
ence which is the cross term of the matrix element. The matrix element squared |[M|* for the VVjj final

state at the LO is given by
IMI? = [Mew + Mqcpl® = IMewl® + [Mgcepl* + 2 x Re(Mew - Mep), (6.8)

where [Mgw/|? is the amplitude of the EWVVjj with the eighth order of electroweak coupling constant
o referred to as EWK, [Mqcp ? is the amplitude of the QCDVVjj with the fourth-order of « and fourth-
order of QCD coupling constant & referred to as QCD, and Re(Mgyy - M*QCD) is the amplitude of the
interference term between those referred to as INT. The INT term is estimated in the dedicated MC sim-
ulations which include the INT term only generated by the MADGRAPHS _aMC@NLO event generator
the same as signal production. The detector simulation is not considered in this estimation to reduce
computation time. The cross-sections evaluated the simulations are summarized in Table 6.15, and the
relative contributions of the INT term compared to the EWK term are found to be around O(1)%. This
contribution is sufficiently small, thus the INT term is included as a systematic uncertainty associated

with the signal prediction.

Table 6.15: Total cross-sections for each final state. 0gcp, 0rwk, and oynT stand for cross-sections for
QCDWVjj,EWVVjj, and interference term, respectively.

Final state  o0gcp [pb]  orwk [pb]l  o1nT [pb]

WW = lvqq 2114 1.75 -0.20
WZ — lvqq 2.90 0.24 0.0045
WZ — wqq 1.92 0.14 0.0046
WZ — llqq 0.533 0.041 0.0015
ZZ - wvqq 0.810 0.031  0.00096

77 — qq 0.223 0.0092  0.00032

Figure 6.20 shows m;?g distributions of the INT term and the EWK term, for each VVjj production

process after fiducial selection at the truth level which described in Section 6.6. The ratio plots show
ag
j

impact on the signal prediction is found to be at most 6% in the resolved regions and at most about 10%

the relative contribution of the INT term, (NinT + NEwk)/Ngwk, as a function of m; . The largest

a,
j
uncertainty associated with the signal prediction for each VVjj production process in this study.

in the merged regions. The ratio (NNt + Newk )/ NEwk as a function of m; € is then used as systematic
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Fig. 6.20: m;?g distributions for the EWK process (solid line) and the INT term (dashed line) for the
resolved (left), and the merged (right) regions. The first row is for the vvqq final state, and the second
row is for the £vqq final state, and the third row is for the {{qq final state. Fiducial event selections as
described in Section 6.6 are applied. In the ratio plots beneath, the black line shows the interpolation of
(Nint + Newk )/Ngwk as a function of m;?g.
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6.6 Fiducial Volume Definition and Measurement Procedure

Besides the search for the EWVVjj processes, a measurement of cross-section in a particular fiducial
volume is performed simultaneously. Section 6.6.1 presents definitions of the fiducial volume where
the cross-section measurement performed. The methodology of this measurement is introduced in Sec-
tion 6.6.2.

6.6.1 Fiducial Volume Definition

The fiducial volume of this measurement is defined by using stable final state particles®). Leptons pro-
duced in the decay of a hadron or its descendants are not considered in the charged lepton requirement

of the fiducial volume. The fiducial selection is summarized in Table 6.16 and details are given below.

A charged lepton is required to have py > 7 GeV and n| < 2.5. Jets are formed from all final state
particles except prompt®) leptons, prompt neutrinos, and prompt photons using the anti-k; algorithm. A
small-R jet is required to satisfy pr > 20 GeV for |n| < 2.5 or pr > 30 GeV for 2.5 < [n| < 4.5. Jets
within AR(j, e/u) = 0.2 are rejected. Jets containing a b-hadron identified by the MC event record are
labeled as b-jets. A large-R jet is required to be with py > 200 GeV and at | < 2.0, and those are
groomed by the trimming algorithm as for reconstruction level algorithm described in Section 5.1.1. No
D; requirement is applied to large-R jets.The selections of hadronically decaying bosons and tagging-jets
follow the same steps and applies the same criteria for reconstruction level as shown in Table 6.16. The
number of leptons is required to be zero, one, and two for the 0-, 1-, and 2-lepton channels, respectively.
Events having any leptons more than the above are vetoed. For the O-lepton channel, the transverse
momentum of the neutrino system corresponding to the E?iss is imposed on py’ > 200 GeV. For the
1-lepton channel, a lepton is required to be pr > 27 GeV, and events are required to have py > 80 GeV
and excluding any b-jets. For the 2-lepton channel, the leading (subleading) lepton is required to be
pr > 28 (20) GeV, and the invariant mass of the lepton pair is required to be within 83 < my < 99 GeV.

The predicted cross-section for EWVVjj is calculated in the fiducial volume as shown in Table 6.17. The

contribution of each process to each fiducial volume is summarized in Table 6.18.

6.6.2 Cross-Section Measurement Procedure

The evaluation of the fiducial cross-section is performed by scaling the measured signal-strength p de-
fined as
(oEwwyjj X BR(VV — semileptonic))

obs
_ 6.9
H (Cewwvjj X BR(VV — semileptonic)),,’ ©9)

where opwyvs; and BR(VV — semileptonic) stand for the cross-section for the EWVVjj processes and

the branching fraction for the semileptonic decay of VV, obs and SM denote observed and standard

8 Particles having lifetime T in the laboratory frame as ¢t > 10 mm. More details are described in Reference [157].
9)Outgoing particles of a Feynman diagram
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Table 6.16: Fiducial volume definitions used for the measurement of the EWVVjj processes are shown.

Object selection

Leptons pr > 7 GeV, n| < 2.5
Small-R jets pr > 20 GeV if n| < 2.5, and pt > 30 GeV if 2.5 < In| < 4.5
Large-R jets pr > 200 GeV, n| < 2.0
Event selection
O-lepton Zero leptons, py” > 200 GeV
Leptonic V 1-lepton One lepton with pt > 27 GeV, py > 80 GeV
p > lepton Two leptons, with leading (subleading) lepton ptr > 28 (20) GeV
P 83 < my < 99 GeV
One large-R jet with the minimum of min(|mj — mw/, |mj — mz|)
Merged 64 < my < 106 GeV
Hadronic V : . — -
Two small-R jets with the minimum of min(|m;; — mw/|, [m;; — mz|)
Resolved pp >40 GeV, p? >20 GeV
64 < my; < 106 GeV
_ i . . tag . . . L .
Tagging-jets Two small-R non-b jets t:mh the highest 21]1 satisfying with Mg j, * Ntagj, < O
my® > 400 GeV, pr®’"* > 30 GeV
O-lepton _
Number of b-jets I-lepton 0
2-lepton -

Table 6.17: Summary of predicted fiducial cross-sections in six fiducial categories. The unit of values is
in fb.

Ug(\iils\l\//[v;'j 0-lepton 1-lepton 2-lepton

Resolved  9.22+0.18 16.37+0.35 6.01 £0.03
Merged 41+0.13 6.08+048 1.2+0.06

13.32+0.22 2245+041 7.21+£0.03
42.98 £0.46

Total

Table 6.18: Predicted contributions of six different samples in six fiducial categories.

Channels ZZWqq ZZvvqq ZWlUqq ZWwvvqq WZlvqq WWlvqq
0-lepton Merged 0 13.6% 0 26.6% 13.0% 46.7%
1-lepton Merged 0.42% 0 0.93% 0 20.3% 78.4%
2-lepton Merged 30.7% 0 69.3% 0 0 0
0-lepton Resolved 0 14.3% 0 31.0% 12.0% 42.6%
1-lepton Resolved  0.09% 0 0.45% 0 17.5% 81.9%
2-lepton Resolved  27.9% 0 72.1% 0 0 0

119



6.7. SYSTEMATIC UNCERTAINTIES

model expectation quantities, respectively.

Then, the fiducial cross-section is evaluated:

fidobs __ |  obs fid,SM
OEW VVjj = HEW Wijj * OEW Wjj» (6.10)

ﬁd SM . . . . . ObS . . .
where oy Wi 1S the expected fiducial cross-section in the region, upy Wij will be obtained in Sec-

tion 6.8.

This simple projection works on the assumption that there is no new physics effect that could bring
sizable kinematic changes in both the background and signal. Hence, the new physics signals leading to

an enhancement for EWVVjj signal-strength can be observed in this method in an unbiased way.

6.7 Systematic Uncertainties

This section describes the systematic uncertainties considered in this study. Uncertainties are categorized
into three parts, uncertainties related to signals, backgrounds, and the experiment. Each of them is

explained in the following subsections, Sections 6.7.1, 6.7.2, and 6.7.3, respectively.

6.7.1 Systematic Uncertainties in Signal Prediction

The following uncertainties are considered as signal prediction uncertainties:

1. Parton Distribution Function (PDF),
2. Parton shower modeling,
3. ISR/FSR modeling,

4. Interference between EWVVjj and QCDVVjj.

The signal modeling uncertainty in the PDF is estimated by using the uncertainties associated with the
NNPDF23LO set and the acceptance difference with alternative PDF sets: CT10 and MMHT2014LO.
Those uncertainties are adding in quadrature, and the PDF uncertainty is estimated to be 3—5% depending
on the SRs and CRs. The parton shower uncertainty is estimated by varying relevant parameters in
the A14-NNPDF tune [105] in the PYTHIA, which ranges around 1-5%. The effect of the QCD scale
uncertainty is estimated by varying the factorization (Lf) and renormalization scales (Lg) independently
by a factor of two with the constraint 0.5 < pp/ug < 2, which is approximately 1-3%, A summary of
the magnitude of uncertainties above is shown in Table 6.19. Also, Both the shape and scale for the INT

term evaluated in Section 6.5 are included as an uncertainty.
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Table 6.19: A summary of uncertainties associated with the signal prediction in the six fiducial categories
is shown.

Channels QCD-scale PDF choice Parton shower model
0-lepton Merged 1.83% 4.58% 4.09%
1-lepton Merged 3.23% 5.62% 6.01%
2-lepton Merged 1.75% 4.34% 2.30%
O-lepton Resolved 1.47% 4.96% 3.38%
1-lepton Resolved 1.60% 5.25% 2.34%
2-lepton Resolved 2.44% 5.37% 2.46%

6.7.2 Systematic Uncertainties in Background Prediction

The overall normalization factors are determined by the VCR and TopCR for V+ jets and tt processes,
respectively. Thus only systematic uncertainties related to shapes of the final discriminant (m;?g or BDT)
are taken into account for those. Backgrounds that have no pure CR, the diboson and single-t processes

are considered both shape and scale uncertainties.

V+jets: The m;;.lg reweighting systematic uncertainty introduced in Section 6.5.1 has the largest impact
on this study. A subdominant uncertainty is a matrix element and a parton shower variation estimated
by comparing between the nominal event generator of SHERPA and an alternative event generator of
MADGRAPHS5_aMC@NLO. The m;?g reweighting is applied to SHERPA samples only in the evaluation
of the systematic uncertainties. Other uncertainties, QCD-scale, parton shower model, and PDF choice
are found to be negligible in this measurement. Additional normalization uncertainty for V+ jets in the
O-lepton channel is considered to take into account for the acceptance difference between the 0- and 1-(2-
)lepton channels because there is no pure V+ jets control region in the 0-lepton channel. The additional
uncertainty is estimated using the ratio of the event yield in each signal region of the O-lepton channel to
that in the 1-(2-)lepton channel, and by comparing this ratio obtained from the nominal MC simulation
(SHERPA) with the ratio from an alternative sample (MADGRAPHS _aMC@NLO). The uncertainties are
estimated as 8% (14%) for the W+ jets process in the merged (resolved) signal region, and 22% (42%)

for the Z + jets process in the merged (resolved) region.

tt: Shape difference given by matrix element is derived by comparing predictions between the nomi-
nal event generator of POWHEG-BOX and an alternative event generator of MADGRAPHS _aMC@NLO
2.2.2, a parton shower variation is evaluated by comparing nominal sample PYTHIA 6.428 using the
P2012 tune to HERWIG++ 2.7.1 using the UEEES underlying-event tune [56]. Also, additional uncer-
tainties derived by the factorization and renormalization scales doubled or halved samples are considered.

Those uncertainties are estimated as 5-30% in total.

diboson: A normalization uncertainty for the QCD scale is estimated by varying the factorization and
renormalization scales from one-half to two with the constraint 0.5 < up/ugr < 2. The PDF uncer-
tainty is evaluated from the uncertainties associated with the nominal PDF set NNPDF30NNLO, also
including the differences to alternative PDF sets, CTIONNLO [158] and MMHT2014NNLO [159].

The normalization uncertainty for diboson normalization is around 30% in total. A shape uncertainty is
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estimated by comparing samples generated by the nominal event generator of SHERPA and an alternative

event generator of POWHEG-BOX. The uncertainty is estimated as 2-30%.

single-top: A normalization uncertainty is assigned 20% to this background estimated by Reference [160].

Due to its tiny fraction, shape uncertainty is ignored.

multijet: Two uncertainties associated with the fake factor method are considered. A first uncertainty
is for the electroweak subtraction. The twice of the electroweak subtraction factor is conservatively
assigned as the uncertainty. A second uncertainty is a difference in other electron or muon identification

working points in the calculation of the EX'* reconstruction.

All of the above uncertainties and those inverses are considered as +1 o and —10 in the likelihood fits

introduced in Section 6.8.

6.7.3 Experimental Systematic Uncertainties

Luminosity uncertainty measured by the LUCID [66] is 2.1% for the sum of 2015 and 2016 datasets.
This uncertainty is applied to both signals and backgrounds whose normalization factors relied on MC

simulations.

All the lepton trigger efficiencies are almost 100%, therefore, those uncertainties are negligible. Model-
ings of the electron and muon reconstruction, identification, and isolation efficiencies are studied with a
tag-and-probe method using Z — 11 events in the observed data and MC simulations at /s = 13 TeV as
shown in Sections 4.3.3 and 4.4.3. Small corrections are applied to MC simulations associated with the

1% order of uncertainty in both the energy scale and resolution.

Uncertainties in a small-R jet are estimated by in-sifu techniques as described in Section 4.5.2. For
central jets (In| < 2.0), the total uncertainty in the jet energy scale ranges from about 6% for jets with
pr = 25 GeV, to about 2% for jets with a pt of 1 TeV. An uncertainty in the jet energy resolution
is 10-20% for jets with a pr = 20 GeV to less than 5% for jet with pr > 200 GeV. Leptons and
jets uncertainties are propagated to uncertainty in E?iss including jet soft term. b-tagging uncertainties
derived in-siftu way by tt events mainly, an uncertainty in the difference between tagging efficiency

measured on the observed data and the MC simulations as described in Section 4.5.3.

Uncertainties in a large-R jet are derived by the Tk double ratio method described in Section 5.1.3
and Reference [107]. uncertainties in prt, mass, and D, have considerable impacts on this study. The
magnitudes are the order of 2-5%. Resolution uncertainties in pt, mass, and D; assigned to be 20%,
20%, and 15%, respectively. Those values are not measured and are thought to be well conservative from

several aspects [161].
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6.8 Statistical Analysis and Interpretation

This section represents the statistical setup for the extraction of signal-strength and standard deviation
against the null-hypothesis. The statistical interpretation relies on the profile likelihood test statistic [162]
which implemented with the RooFit [163] and RooStats [164] packages.

6.8.1 Methodology

The likelihood function is given by

L, %,0) = [ J] Pnilw¥,506),5(6)) | x G(6l6o), (6.11)
n; €bins
Lo (Hsi(g) +Zkebkgsvkbki(§))m (Cuse(@ o (6
P(nil, ¥,5(6),b(6)) = - e (10T enes vibui(0)) (6 12)
!

where | and vy are the freely adjustable normalization factors for the signal and the k-th background,
respectively. vy for the backgrounds not having dedicated control region (QCDVVijj, single top) are fixed
to unity. 0; represents each systematic uncertainty, and those initial values are set at 9?). s; and by; are
the expected numbers of signal and k-th background events in certain i-th bin. G( 0 IGB) is a constraint
term for systematic uncertainties given by the Gaussian distribution on the nuisance parameters with a
unity of expected value and with 10 of uncertainty as to the standard deviation. 8 and v are referred to

as nuisance parameters (NP).

The parameter of interest that this likelihood fit focuses on is signal-strength i which has already been
defined in Equation 6.9. A test statistic used to perform the hypothesis test is the log-likelihood ratio:

p>4mA:—nnIﬂQQ? (6.13)
L(i,9,0)

The numerator stands for the conditional likelihood estimator, which is maximized with all the parame-

ters varied including p, and corresponding nuisance parameters are represented as @, 0. The enumerator
stands for the unconditional likelihood estimator, which is maximization without the fixed value of u,
and corresponding the signal-strength and nuisance parameters are represented as {1, 5, 0. After each

maximization, nuisance parameters are fixed at a certain value, this is referred to as profiled.

The compatibility between a hypothesis and the observed dataset with tqg is evaluated by p-value or Z

standard deviation (with a unit of o), which are calculated by the distribution of the t as follows,

pzjwﬂumu, 6.14)
tobs
Z=0""(1—-p), (6.15)

where @' is the inverse of the cumulative distribution of the Gaussian distribution. A given alter-
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native hypothesis is excluded if the p-value is sufficiently small, or Z [o] is sufficiently higher. The
3 o corresponds to 99.7% is the typical value in which physicists claim evidence of alternative hy-
pothesis. One undesirable feature of the p-value is that alternative hypothesis: Ho, n # 0 is excluded
even if null hypothesis: Hp, t = 0 is excluded. To deal with this issue, CLg;}, and CL, are defined
which are p-value under the alternative hypothesis and p-value under null hypothesis, respectively. The
CLs = CL4.,/CLy [165] is used as an alternative metric. CLg cannot be small when the experimental
dataset does not exclude an alternative hypothesis nor a null hypothesis.

In this study, a null-hypothesis is equivalent to standard model prediction except for the EWVVjj con-
tribution, an alternative hypothesis is the full SM prediction. The definition of CL is used to claim the
existence of the EWVVjj processes. Obtained Loy is translated to the fiducial cross-section measurement
as explained in Section 6.6.

The distribution of the t can be estimated by the toy-simulation or asymptotic formulas [166]. The

asymptotic formulas are adopted in this analysis due to its low computational intensity.

From the result of Reference [167], the test statistics t distributed as

~N2
=B o0/, (6.16)
where {1 follows a Gaussian distribution with a mean as p’ and standard deviation as o, N is the size of
the data sample. The {i and o can be estimated by using the covariance matrix of the likelihood function
parameters (L, V, 5). The second term of Equation 6.16 can be neglected under the assumption of large

sample size, in which case the inverse of the covariance matrix is written as

%InL
Vil _E|=—"=]. 17
4 [aeiaej} ©.17)

o and {i can be obtained by the covariance matrix.

6.8.2 Setup

All CRs and SRs are fitted simultaneously with the discriminators for each region as summarized in

Table 6.20. In the VCRs, m;?g are used in order to constrain the m;.ig

reweighting systematic uncertainty
which makes the largest impact on this analysis. Since the tt MC simulations describe the observed
data well in the regions of this analysis, the TopCR is not binned by any variables to avoid complexity.
The binnings of the discriminators are optimized to maximize significance with a constraint on those

statistical uncertainties not to exceed 5% without consideration of systematic uncertainties.

All systematic uncertainties explained in Section 6.7 are included in the likelihood fit as nuisance pa-
rameters (6). Summaries of normalization factors and shape systematic uncertainties are shown in Ap-
pendix D. The normalization factors for each background component are divided into two by resolved
and merged so as to absorb different degrees of cross-section discrepancies between expectations and the

observed data in the V},g momentum.
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6.9. RESULTS

Table 6.20: The distributions used in the likelihood fit for the signal regions and control regions for all
the categories in each channel. “One bin” denotes that a single bin without any shape information is used
in the corresponding fit region.

. Discriminant
Region

Merged high-purity Merged low-purity Resolved

0-lepton SR BDT BDT BDT

" vier mE

SR BDT BDT BDT

l-lepton  WCR me mE mE
TopCR One bin One bin One bin

SR BDT BDT BDT

2—lept0n ZCR m[ag mtag mtag

jj jj jj

6.9 Results

This section describes the results of the likelihood fit introduced in the previous section. The validity of
the fit is confirmed by several aspects; the expected event yields are compared with the observed ones in
Section 6.9.1; m;?g distributions after the fit discussed in Section 6.9.2; BDT output distributions after the
fit discussed in Section 6.9.3; BDT input distributions after the fit discussed in Section 6.9.4; nuisance
parameter pulls, constraints, and correlations in Section 6.9.5; and impacts of nuisance parameters on
the signal-strength in Section 6.9.6. At the end of the chapter, the extracted signal-strength and fiducial

cross-sections are disclosed in Section 6.9.7.

6.9.1 Event Yields

The numbers of observed and estimated events in the SRs are summarized in Table 6.21. The most
significant backgrounds are the W/ Z+jets, Wijets, and Z+jets processes for the 0-, 1-, 2-lepton chan-
nels, respectively. The tt process is the second dominant background among leptonic channels. The

contributions from the diboson and single top productions are minor.

The numbers of observed and estimated events in the SRs and CRs are illustrated in Figure 6.21. All the
observed event yields in each region are compatible with the SM expectations. In most of the regions,
overall normalization factors for each background component are lower than unity. From a summary of
normalization factors after the fit as shown in Table 6.22, this tendency is turned out to be originated
from the V+jets and tt processes. For the V-+jets normalization factor, it is known that the predicted
V+ jets cross-sections are overestimated in the high m;.’g and/or merged regions, the same observation is
reported in other analyses, for example in Reference [168]. The lower normalization factors for the tt

process are also expected by the same reason to the V+jets process!'?).

19 There is no clear reason for that, however, it might be accounted for the higher order QCD corrections or the difficulty of
the forward jet modelings.
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6.9. RESULTS

Table 6.21: Numbers of observed and predicted events for the signal and background processes in the
each 0-, 1-, 2-lepton signal region, obtained from signal-fits to the signal and control regions. The signal
yields are calculated after the fit with the observed signal-strength of 1.05 applied. The uncertainties
combine statistical and systematic contributions. Backgrounds that have negligible contributions are
ignored in this table. The — in 1-lepton channel represents no multijet estimation is considered in the
region. The fit constrains the background estimate towards the observed data, which reduces the total
background uncertainty by correlating those uncertainties from the individual backgrounds.

Channel Sample Resolved Merged HP  Merged LP
W + jets 9200+ 1300 259427 582456
Z +jets 19000£1400 38329 955+ 69
Background  Top quarks 3280 £480 277 £28 276 £32
Diboson 7204+120 69412 68+ 14
Total 321004+£2000 988 +50 1881 £ 96
W(v)W(qq') 56+22 8.0+£3.2 54422
0-lepton W(tv)Z(qq) 12.0+4.7 21408 1.6+0.6
Signal Z(vv)W(qq") 66+ 25 9.0+3.5 74429
Z(vv)Z(qq) 27+10 51420 3.1+£1.2
Total 161+£35 243452 17.5£3.9
SM 3230042000 1012450 1898 £ 96
Data 32299 1002 1935
Channel Sample Resolved Merged HP  Merged LP
W + jets 69100+£1900 1201+65 2828 +97
Z +jets 2770+ 370 39+3 83+6
Back d Top quarks 71001100  394+£56 422 +63
ACKEIOUNE " Diboson 2660600 163435 229457
Multijet 13400 £ 1600 - -
Total 9510042800 1797+93 3560 £130
I-lepton WEW(qq') 3304120  45+17  34+13
W(tv)Z(qq) 78 £29 11+4 542
Signal Total 410+£130 57+18 39+13
SM 9550042800 1854495 3600+ 130
Data 95366 1864 3571
Channel Sample Resolved Merged HP Merged LP
Z +jets 37090 +310 331+14 775+24
Top quarks 645 + 99 5.8+0.9 99+27
Background Diboson 830+ 170 346+76 36.7£82
Total 385704370 371+ 16 821+25
2-lepton Z(e)W(qq') 138 £53 8.6+£3.3 7.0+£2.7
Signal Z(¢W)Z(qq) 46+18 43+1.7 29+1.1
Total 185+ 56 12.9+3.7 9.8+2.9
SM 38760+ 370 384 +17 831+25
Data 38734 371 810
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6.9. RESULTS

Table 6.22: A summary of normalization factors obtained from the fit to the observed data is shown.

Channel resolved merged

W+jets  0.93£0.07 0.86 +0.06
Z+jets  0.93£0.05 0.80+0.04
tt 0.67 £0.10 0.83 £0.01
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Fig. 6.21: Comparisons of the observed data and expected background event yields in each signal or
control region. The labels LO, L1, and L2 stand for the 0-, 1- and, 2-lepton channels, respectively. The
labels ‘HP SR’, ‘LP SR’, and ‘SR’ stand for the high-purity merged, low-purity merged and resolved
signal regions, respectively. The middle pane shows the ratios of the observed data to the post-fit signal
and background predictions. The bottom pane shows the ratios of the post-fit and pre-fit background
predictions.
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6.9.2 m* Distributions at CR after Fitting

The scale and systematic uncertainties associated with the dominant background, the V+ jets process are
corrected and constrained at VjjCR, WCR, and ZCR for 0-, 1-, and 2-lepton channels. Figures 6.22, 6.23,
and 6.24 show the m;?g distributions after the fit. All the predicted distributions nicely agree with the
observed data, which represent that the V+ jets backgrounds are well controlled by the fit.

6.9.3 BDT Output Distributions st SR after Fitting

The most important distribution to extract the signal-strength is the BDT output at the SR because the
observed signal-strength is the most directly correlated to those plots. In order to guarantee the observed
signal-strength obtained by the likelihood fit, the observed distributions of the BDT outputs in SRs used
in the likelihood fit are compared with the predictions as shown in Figures 6.25, 6.26, and 6.27 for
the O-, 1-, and the 2-lepton channels, respectively. The observed data distributions are well reproduced
by the predicted contributions from bins of low BDT output dominated background events to bins of
high BDT output dominated signal events. There are minor undershooting and overshooting in the last
bin of the BDT distribution for the merged HP signal region in the 1-lepton channel and several last
bins of the BDT distribution for the merged HP signal region in the 2-lepton channel, respectively.
Those tendencies are within statistical fluctuations and are reflected on the observed values of the signal-
strength discrepancy between three leptonic channels as shown in Section 6.9.7. The ratios of the post-fit
and pre-fit background predictions are generally flat, which implies that the nominal BDT shapes are
compatible with the observed data.

6.9.4 BDT Input Distributions at SR after Fitting

The likelihood fit was performed with BDT distributions at SRs and prediction, and the observed data
are compatible with predictions as shown in Section 6.9.3. However, it is possible that upper and lower
deviations for two different BDT input distributions after the likelihood fit are canceled in the BDT out-
put distributions. In this case, scales of background components might be misaligned and, consequently,
the observed signal-strength might be wrong. In order to check the modeling of BDT input distributions
after the likelihood fit, BDT input distributions for the predictions after the likelihood fit are compared
to the observed data. Figures 6.28, 6.29, and 6.30 show selected plots in signal regions of BDT inputs
that are most discriminating for each 0-, 1-, and 2-lepton channel. All other input distributions are shown
in Appendix B. Overall, predictions are fairly compatible with the observed data. The total uncertainty
shown as black shaded bands are much reduced by the fit, in particular, the total uncertainties in the
distributions of m;?g variable are at most less than 10%, whereas those are 50% before the fit. A slight
overshooting and undershooting of expectations are observed for the myy;; variable in the 1-lepton chan-
nel and psz in the 2-lepton channel, respectively. Those tendencies are within statistical fluctuations and

are reflected on those BDT outputs.
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Fig. 6.22: Comparisons of the observed data and expected background distributions of m;?g of the side-
band control regions in the 0-lepton channel: (a) high-purity and (b) low-purity merged signal regions;
(c) the resolved signal region. The background contributions after the global likelihood fit are shown as
filled histograms. The signal is shown as a filled histogram on top of the fitted backgrounds normalized
to the signal yield extracted from the observed data (u = 1.05), but it is not visible due to its small
contribution. The middle pane shows the ratios of the observed data to the post-fit signal and background
predictions. The uncertainty in the total prediction, shown as bands, combines statistical and systematic
contributions. The bottom pane shows the ratios of the post-fit and pre-fit background predictions.
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Fig. 6.23: Comparisons of the observed data and expected background distributions of m;?g of the
W+ jets control regions in the 1-lepton channel: (a) high-purity and (b) low-purity merged signal regions;
(c) the resolved signal region. The background contributions after the global likelihood fit are shown as
filled histograms. The signal is shown as a filled histogram on top of the fitted backgrounds normalized
to the signal yield extracted from the observed data (u = 1.05), but it is not visible due to its small
contribution. The middle pane shows the ratios of the observed data to the post-fit signal and background
predictions. The uncertainty in the total prediction, shown as bands, combines statistical and systematic
contributions. The bottom pane shows the ratios of the post-fit and pre-fit background predictions.
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Fig. 6.24: Comparisons of the observed data and expected background distributions of m;"j‘g of the
Z +jets control regions in the 2-lepton channel: (a) high-purity and (b) low-purity merged signal regions;
(c) the resolved signal region. The background contributions after the global likelihood fit are shown as
filled histograms. The signal is shown as a filled histogram on top of the fitted backgrounds normalized
to the signal yield extracted from the observed data (u = 1.05), but it is not visible due to its small
contribution. The middle pane shows the ratios of the observed data to the post-fit signal and background
predictions. The uncertainty in the total prediction, shown as bands, combines statistical and systematic

contributions. The bottom pane shows the ratios of the post-fit and pre-fit background predictions.
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Fig. 6.25: Comparisons of the observed data and expected distributions of the BDT outputs of the O-
lepton channel signal regions: (a) high-purity and (b) low-purity merged signal regions; (c) the resolved
signal region. The background contributions after the likelihood fit are shown as filled histograms. The
signal is shown as a filled histogram on top of the fitted backgrounds normalized to the signal yield
extracted from the observed data (i = 1.05), and unstacked as an unfilled histogram, scaled by the factor
of 30. The entries in overflow are included in the last bin. The middle pane shows the ratios of the
observed data to the post-fit signal and background predictions. The uncertainty in the total prediction,
shown as bands, combines statistical and systematic contributions. The bottom pane shows the ratios of
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the post-fit and pre-fit background predictions.
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Fig. 6.26: Comparisons of the observed data and expected distributions of the BDT outputs of the 1-
lepton channel signal regions: (a) high-purity and (b) low-purity merged signal regions; (c) the resolved
signal region. The background contributions after the likelihood fit are shown as filled histograms. The
signal is shown as a filled histogram on top of the fitted backgrounds normalized to the signal yield
extracted from the observed data (1 = 1.05), and unstacked as an unfilled histogram, scaled by the factor
of 30. The entries in overflow are included in the last bin. The middle pane shows the ratios of the
observed data to the post-fit signal and background predictions. The uncertainty in the total prediction,
shown as bands, combines statistical and systematic contributions. The bottom pane shows the ratios of
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Fig. 6.27: Comparisons of the observed data and expected distributions of the BDT outputs of the 2-
lepton channel signal regions: (a) high-purity and (b) low-purity merged signal regions; (c) the resolved
signal region. The background contributions after the likelihood fit are shown as filled histograms. The
signal is shown as a filled histogram on top of the fitted backgrounds normalized to the signal yield
extracted from the observed data (i = 1.05), and unstacked as an unfilled histogram, scaled by the factor
of 30. The entries in overflow are included in the last bin. The middle pane shows the ratios of the
observed data to the post-fit signal and background predictions. The uncertainty in the total prediction,
shown as bands, combines statistical and systematic contributions. The bottom pane shows the ratios of
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Fig. 6.28: The distributions for EXi* (left), m;?g (right), in the O-lepton merged HP (top) and O-lepton
resolved (bottom) signal regions. The background contributions after the likelihood fit are shown as filled
histograms. The signal is shown as a filled histogram on top of the fitted backgrounds normalized to the
signal yield extracted from the observed data (u = 1.05), and unstacked as an unfilled histogram, scaled
by the factor of 30. The size of the combined statistical and systematic uncertainty for the sum of the
fitted signal and background is indicated by the hatched band. The middle pane shows the ratios of the
observed data to the post-fit signal and background predictions. The bottom pane shows the ratios of the
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The distributions for myy; (left), ¢y (top right), and p ¢ (bottom right), in the 1-lepton
merged HP (top) and 1-lepton resolved (bottom) signal regions. The background contributions after the
likelihood fit are shown as filled histograms. The signal is shown as a filled histogram on top of the fitted
backgrounds normalized to the signal yield extracted from the observed data (u = 1.05), and unstacked
as an unfilled histogram, scaled by the factor of 30. The size of the combined statistical and systematic
uncertainty for the sum of the fitted signal and background is indicated by the hatched band. The middle
pane shows the ratios of the observed data to the post-fit signal and background predictions. The bottom
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Fig. 6.30: The distributions for m ¢ (top left), (v (top right), and p ¢ (bottom right), in the 2-lepton
merged HP (top) and 2-lepton resolved (bottom) signal regions. The background contributions after the
likelihood fit are shown as filled histograms. The signal is shown as a filled histogram on top of the fitted
backgrounds normalized to the signal yield extracted from the observed data (u = 1.05), and unstacked
as an unfilled histogram, scaled by the factor of 30. The size of the combined statistical and systematic
uncertainty for the sum of the fitted signal and background is indicated by the hatched band. The middle
pane shows the ratios of the observed data to the post-fit signal and background predictions. The bottom
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6.9.5 Nuisance Parameter Pulls, Constraints, and Correlations

Although the BDT output and input distributions are compatible with the observed data as shown in
Sections 6.9.3 and 6.9.4, observed signal-strength might be wrong because of unreasonable nuisance
parameter pulls and constraints. The pulls defined as (6—0)/A8, where AD represents the magnitude of
prior uncertainty, and 6 and 6 denote pre- and post-fit nuisance parameters, respectively. The constraints
represent how much the prior uncertainties are constrained by the observed data by the fit. Figure 6.31
shows the pulls and constraints as black dots and error bars, respectively. If the prior nuisance parameters
are perfectly given, pulls for systematic uncertainty (normalization factor) and constraints are zero (unity)
and To. Deviations from the zero (unity) of the pull for systematic uncertainty (normalization factor)
represent that the expectation does not describe the observed data well. Since the prior uncertainties are
evaluated in an inclusive phase-space in order to apply to arbitrary analyses, the uncertainty in particular

phase-space can be smaller. This leads to smaller constraints than 1c.

All of the pulls are within 1o of the prior uncertainties except for SysZjetNormOLepMerged,
SysZjetNormOLepResolved, and SysMET_SoftTrk_ResoPara. The first two ones are the
normalization uncertainties for Z +jets in the O-lepton channel to account for the phase-space differ-
ence between the 0-lepton and 2-lepton channels. The last one is the uncertainty associated with E?i“
soft term evaluation. These three nuisance parameters have small impacts on the signal-strength as shown
in Section 6.9.6, thus those do not twist the measurement of signal-strength at all. Another discrepancy
is observed in the nuisance parameter of SysVVNorm which is the normalization uncertainty for the
QCD induced diboson process. This nuisance parameter is pulled down by approximately 10 by mainly
the 2-lepton channel where the diboson process is the second largest one. This overestimating is consis-
tently observed in one of the measurements of the VBS processes with WZ — 1lvll channel using the
same generator for the diboson process, thus this pull is most likely caused by mismodelings of the event

generator.

Understandings of correlation between nuisance parameters are also important because unexpected cor-
relations might be some clues to twisted fit results. A correlation matrix displayed correlations between
nuisance parameters from the fit with the observed data are shown in Figure 6.32. No unexpected corre-

lations are observed.

In summary, most of the nuisance parameters are not pulled nor constrained, and a few pulled and
constrained nuisance parameters are well understood or not worrisome, and no unexpected correlations

are observed, therefore, the likelihood fit performed in this analysis is thought to be surely valid.
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6.9.6 Impacts of Nuisance Parameters

In order to understand where a limitation to the precision of the signal-strength measurement comes from,
the impacts of systematic uncertainties on the measurement of the signal-strength after the fit are studied.

The relative uncertainties in the post-fit signal-strength value from the leading sources of systematic
tag
ji

reweighting uncertainty for the Z + jets process by approximately 13%, and the second and third impact
ag
j

reweighting uncertainties are expected to be highly ranked because of those

uncertainty are shown in Figure 6.33. The systematic uncertainty having the largest impact is the m

are the diboson background normalization and the m;
g

reweighting uncertainty for the W+ jets process,
respectively. The m;;‘
very large prior uncertainties. Although those are highly ranked as both of them have impacts by more
than 100% on the pre-fit signal-strength value before the fit, both of them are well constrained by m;?g
distributions of VCR. The m;‘g reweighting uncertainty for the Z + jets process is larger than that of the
W+ jets process because the Z + jets process has fewer statistics than the W+ jets process. Uncertainties
associated with the diboson process are also expected to be highly ranked because no dedicated CRs for
it are defined, and its shape is similar to the one of the signal. A summary of the impacts grouped by
similar ones is shown in Table 6.23. 10 of the total uncertainty shifts signal-strength in approximately
40% and the one of the quadratic sum of systematic uncertainties shifts signal-strength by approximately
35%. This implies that the accuracy of this measurement is dominated by systematic uncertainties.
As mentioned above, uncertainties related to the V+ jets process (m;?g reweighting uncertainties and
statistical uncertainties) are dominant, and the subdominant uncertainties are uncertainties for diboson

and large-R jets.
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Fig. 6.33: Pre-fit (yellow) and post-fit (blue) nuisance parameter impacts on the signal-strengths are
shown. The impacts are ranked by the order of Al = {ix — {ip, where {iy is a signal-strength obtained
by the nominal fit, and {ix is a signal-strength obtained by a fit fixing the nuisance parameter X on plus
or minus To. The black and red dots denote pulls and normalization factors. The naming convention is
summarized in Appendix D.
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Table 6.23: The symmetrized impacts of uncertainty on post-fit signal-strength (A{t). The floating
normalizations include uncertainties in normalization scale factors for the Z+jets, W+jets, and top quark
contributions.

Uncertainty source Afl
Total uncertainty 0.41
Statistical 0.20
Systematic 0.35
Theoretical and modeling uncertainties
Floating normalizations 0.09
Z +jets 0.13
W+ jets 0.09
tt 0.06
Diboson 0.09
Multijet 0.04
Signal 0.07
MC statistics 0.17

Experimental uncertainties

Large-R jets 0.08
Small-R jets 0.06
Leptons 0.02
Emiss 0.04
b-tagging 0.07
Pileup 0.04
Luminosity 0.03
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6.9.7 The Observed Signal-Strength and Fiducial Cross-Sections

Since no incomprehensible features are found in the detailed inspections of the likelihood fit as described
in the previous sections, the observed signal-strength is reported as follows. The observed signal-strength

of the semileptonic VBS signals is obtained as
Uty vy = 1.057845 = 1.05 & 0.20(stat.) 5 3 (syst.),

where stat and syst represent the statistical and the sum of systematic uncertainties, respectively.The
background-only hypothesis is excluded in the observed data with a significance of 2.7 standard de-
viations compared with 2.5 standard deviations expected. Since 1o of the total uncertainty covers
1 = (Oobs./Opred.) = 1, this measurement is consistent with the SM, in other words, there is no BSM

observed.

Figure 6.34 shows the measured signal-strength from the combined fit with a single signal-strength fit
parameter, and from a fit where each lepton channel has its own signal-strength parameter. The signal-
strength values for the 0- and 2-lepton channels are greater than equal ~ 2, and the one for the 1-lepton
channel is 0.33, hence the combined signal-strength among three channels is 1.05. The probability that

the signal-strengths measured in the three lepton channels are compatible is 36%.

The —21In(A) values scan for the signal-strength p is illustrated in Figure 6.34. As shown in the figure,
the predicted log-likelihood functions for statistical errors and for the total errors are consistent with the
observed ones. The values at u = 0 represent significance against the null-hypothesis, which correspond
to 2.7 and 2.5 standard deviations for the observed and expected measurements, respectively. Arbitrary
upper limits can be calculated by the likelihood curves, for instance, the 20 upper limit is approximately
u=1.9.

The fiducial cross-sections for the EWVVjj processes are measured in the merged and resolved fidu-
cial phase-space regions described in Section 6.6 and inclusively. The merged HP SR and LP SR
are combined to form one single merged fiducial phase-space region. The systematic uncertainties in
the measured fiducial cross-sections include contributions from experimental systematic uncertainties,
theory modeling uncertainties in the backgrounds, theory modeling uncertainties in the shapes of sig-
nal kinematic distributions, and luminosity uncertainties. The measured and the SM predicted fiducial
cross-sections for the EWVVjj processes are summarized in Table 6.24, where the measured values are
obtained from two different simultaneous fits. In the first fit, two signal-strength parameters are used, one
for the merged category (both HP and LP), and the other one for the resolved category; whereas in the
second fit, a single signal-strength parameter is used. The measured values are obtained from a simulta-
neous fit where each lepton channel has its own signal-strength parameter, and in each lepton channel, the
same signal-strength parameter is applied to both the merged and resolved categories. The predictions
are from the MADGRAPHS _aMC@NLO 2.4.3 event generator at the LO only, and no higher-order cor-
rections are included; the theoretical uncertainties due to the PDF, missing higher-order corrections, and
parton shower modeling are estimated as described in Section 6.7. The measured fiducial cross-sections

are consistent with the SM predictions.
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Fig. 6.34: The fitted values of the signal-strength parameter gy, Wi for the 0-, 1-, and 2-lepton channels
and their combination (left) and scan of the negative log-likelihood, —2In A, for the signal-strength of
the EW VVjj production (right) are shown. In the left plot, the individual u%%f, Wi values for the lepton
channels are obtained from a simultaneous fit with the signal-strength parameter for each of the lepton
channels floating independently. The probability that the signal-strengths measured in the three lepton
channels are compatible is 36%. In the right plot, the solid upper black (lower blue) line represents the
observed (expected) value including all systematic uncertainties, whereas the dashed upper black (lower
blue) line is for the observed (expected) value without systematic uncertainties (lower and upper refer
here to the position of the lines in the legend).

Table 6.24: Summary of predicted and measured fiducial cross-sections for EW VVjj production. The
three lepton channels are combined. For the measured fiducial cross-sections in the merged and resolved
categories, two signal-strength parameters are used in the combined fit, one for the merged category and
the other one for the resolved category; whereas for the measured fiducial cross-section in the inclusive
fiducial phase-space, a single signal-strength parameter is used. For the SM predicted cross-section, the
error is the theoretical uncertainty (theo.). For the measured cross-section, the first error is the statistical
uncertainty (stat.), and the second error is the systematic uncertainty (syst.).

Fiducial phase-space Predicted crg%gls\l\//{,jj [fb] Measured Ug‘&,"{’/svjj [fb]
Merged 11.4 4+ 0.7 (theo.) 12.7 4+ 3.8 (stat.) fj:g (syst.)
Resolved 31.6 £ 1.8 (theo.) 26.5 + 8.2 (stat.) ﬂ;‘]‘ (syst.)
Inclusive 43.0 + 2.4 (theo.) 45.1+ 8.6 (stat.) "137 (syst.)
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CHAPTER 7

Interpretation with Effective Field Theory

Since the measurement performed in the previous chapter is consistent with the SM prediction, the
obtained results are interpreted to limits on coefficients of the EFT (effective field theory) operators. The
theoretical backgrounds of the EFT have already been introduced in Section 2.3. Hereafter, technical
implementation of the EFT interpretation of this study and its results are explained. Section 7.1 describes
an overview of the interpretation, Section 7.2 introduces the statistical treatment to obtain the limits, and
the obtained limits on coefficients of the EFT operators are summarized and compared to the latest
published limits in Section 7.3.

7.1 Setup for EFT interpretation

A cross-section for aQGC is given by the integration of matrix element squared over the Lorentz-invariant

phase-space of the Lagrangian shown in Equation 2.17:

2
f; fi
OBFT = Osmt + <Z (/\4> {’““"EFT> (Z Ms%&) Ay | (7.1)
i i<j

where o and s stand for cross-section and cross-section divided by f,/A% or (fy/A%)2, i and j denote
operators listed in Equation 2.18 to 2.35. The first term represents the pure SM contribution. The
second and third terms are referred to as quadratic term (QUAD) and interference term (INT), which are
contributions from the pure EFT operator and an interference between the EFT and the SM operator,
respectively. The last term denotes an interference between EFT operators. In this search, the last term is
ignored for simplicity and for consistency to the previous results on aQGC searches [26-33, 169, 170].

As discussed in Section 6.2.3, the MC simulations are prepared for fixed coefficients of fs JAY, fao/AY,
and f1o/A* as shown in Table 6.6. The cross-sections for each sample are obtained by the MAD-
GRAPH5_aMC@NLO v2.3.3 event generator as shown in Section 6.2.3. Samples with different co-
efficients are imitated by scaling the generated samples with respect to parabolic functions because
Equation 7.1 denotes that oggr is a parabolic function of the coefficients (%) after ignoring the last
term. The cross-sections for each coefficient are evaluated by the MC simulations which are not applied
to any detector simulation nor reconstruction procedures. The parabolic functions are obtained by fitting

the cross-sections with respect to coefficients as shown in Figure 7.1.

The shapes (mainly discussing about myy) for the imitated samples are not stringently correct because
scaling by coefficients ( L) should be applied linearly for the INT term and quadratically for the pure
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Fig.7.1: Cross-sections as a function of couplings are shown in the left plot. Markers and liens stand for
the calculated cross-sections and obtained parabolic functions, respectively. Cross-sections as a function
of couplings for each INT (dashed line) and QUAD (solid line) component are shown in the right plot.
Colors indicate sorts of operators.

EFT term by definition. However, coefficients expected to be limited by this analysis, O(1), O(1), and
0(0.1) for Lg, Ly, and Ly, respectively, have the leading contributions by the QUAD terms as shown in
Figure 7.1. Furthermore, the signal-to-noise ratio is drastically improved at high myy phase-space which
is dominated by the QUAD term as shown in Figure 7.2. Therefore, the imitated samples are adequate

approximations for the fully calculated aQGC samples.

From studies with simulation, operators having similar Lorentz structure, each Ls, Lpy, or Ly, have very
similar kinematical shapes as shown in Figure 7.3. Whereas apparent differences between Ls, Ly, and
Lt operators are confirmed, which are the polarization states of weak bosons as shown in Figure 7.4.
Hence, samples for Lg; are imitated by Lgo, samples for Lyq1 to L7 are imitated by Lyyp, and samples
for L1y to L7 are imitated by Lyp.
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fro/A* = 0.1 TeV~* and fr; /A* = 0.1 TeV~* (left) and coefficient values of fro/A* = 1 TeV~ and
fr1/A* =1 TeV™ (right). To check whether the decomposition to five elements works well, generation
with a full contribution (FULL: red) is compared to a sum of five elements (sum: black dot). the bottom

plots show the ratios of the sum to FULL.
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147



7.2. STATISTICAL TEST

7.2 Statistical Test

aQGC events populate at higher myy because the coefficient is constrained by the cut-off scale A as
shown in Equation 7.1. EFT interpretations are performed by fitting on myy instead of the BDT dis-
criminant used in the EWVVjj measurement at the same signal regions except for the resolved signal

region where no signals are expected. Figure 7.6 shows myy distributions used for the statistical tests.
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Fig. 7.5: Log-likelihood curves for Lgy (left), Ly (center), and Lty (right) are shown. The dashed curve
only includes statistical uncertainty, the solid curve includes both the statistical and systematic uncer-
tainties. Since no excess over the SM prediction is observed, curves have local minimum at pygs vy ~ 0
(nvBs vv stands for signal-strength for each operator). Horizontal dashed lines guide for the confidence
limits based on the x? distribution with two degrees of freedom.

Fits are performed for each three operator with the same strategy discussed in Section 6.7. The log-
likelihood (—2 In A) distributions with respect to aQGC strength p for each signal are shown in Figure 7.5.
From the plots, systematic uncertainties are known to be negligible. This is because the high tail of myy
has quite large statistical uncertainty in the observed data due to fewer statistics. A p value at crossing

the 95% C.L line and the likelihood curve are used to calculate upper limits on the coefficients.

7.3 Limits on Coefficient of Operators

Limits are set with respect to 95% C.L. by comparing Figures 7.1 and 7.5, which are summarized in
Figure 7.7 and Table 7.1. The obtained limits are better by the order of one than that of the full-leptonic
analysis. The obtained limits are the most stringent to date!), i.e. these results clearly represent that the
semileptonic final states has the best sensitivity to most of the BSM theories related to the VBS topology

at present.

YThe obtained limits on the coefficients are comparable to the ones from Reference [34].
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Fig. 7.6: myy distribution at boosted signal region for O-lepton HP (top left), O-lepton LP (top right), 1-
lepton HP (middle left), 1-lepton LP (middle right), 2-lepton HP (bottom left), and 2-lepton LP (bottom
right) before the fit. Since the normalization factors obtained by the fit are not applied, histograms for MC
simulations have approximately 10-20% greater than the observed data. histograms for MC simulations
match the observed data when the fit is performed to obtain limits.
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Fig. 7.7: 95% C.L. limits on the coefficient of EFT operators are summarized. The blue shaded histogram
is the limits obtained by the full-leptonic VBS analyses [21, 24, 50, 51], the magenta filled histogram is
the limits calculated by this study.

Table 7.1: Comparison between current best limits on the coefficient for dimension-8 EFT operators by
leptonic searches and limits obtained from this study are shown.

Full-leptonic analyses Semileptonic VBS
Operator Observed Limit Observed Limit ~ Reference
[TeV—] [TeV—]
Lso2 [-7.7,7.7] [-1.89, 2.04] [21]
Lsy [-21.6, 21.8] [-1.81,2.12] [21]
Lmo [-4.2,4.2] [-0.63,0.57] [50]
L [-8.7,9.1] [ -0.45, 0.73] [21]
Lz [-8.2,8.0] [-0.57,0.62] [24]
Lwms [-21, 21] [-0.42, 0.78] [24]
Lva [-15, 16] [ -0.64, 0.56] [24]
Lms [ -25, 24] [ -0.65, 0.55] [24]
Ly [-12,12] [ -0.56,0.62] [21]
Lo [ -0.46, 0.44] [-0.12,0.10] [51]
Ln [ -0.28, 0.31] [-0.09, 0.12] [21]
L1, [ -0.89, 1.00] [-0.09, 0.13] [21]
L1s [ -0.70, 0.74] [-0.15, 0.09] [24]
L1 [ -1.60, 1.70] [-0.15, 0.08] [24]
Lty [ -2.60, 2.80] [ -0.59, 0.03] [24]
Lyg [-0.47,0.47] [-0.11,0.11] [24]
Lo [ -1.30, 1.30] [-0.11, 0.11] [24]
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CHAPTER §

Conclusions

The standard model predicts that the electroweak symmetry breaking completely changed the vacuum
structure at the early universe and, consequently, masses of elementally particles were generated. Thanks
to enough center-of-mass energy of the LHC to generate two on-shell electroweak bosons, the most
important process to examine the electroweak symmetry breaking, vector boson scattering can be studied
at the LHC. This thesis presents the first search for the EWVVjj processes and anomalous quartic gauge
couplings with the semileptonic final states at the ATLAS detector with an integrated luminosity of
35.5 fb~! corresponding to data collected in 2015 and 2016.

The sensitivities of the studies for both the SM and aQGC are drastically improved by the large-R jet
reconstruction and the corresponding boosted weak vector boson identification techniques. The com-
bined mass reconstruction algorithm, which utilizes accurate track angle resolutions and great calorime-
ter energy resolutions achieves improvement in 30% (50%) mass resolution compared to the mass of
a calorimeter jet. The two-variable-tagger that is a boson identification algorithm combining discrim-
inant powers of the combined mass and D; with optimized rectangular cuts, which achieves approx-
imately a 95% (98.7%) rejection at a 50% signal efficiency at a pr range of 200 < pr < 500 GeV
(1000 < pr < 1500 GeV). Systematic uncertainties associated with the combined mass and D; scales
are evaluated by the 1oy double ratio method, which are relatively 3% (6%) for the combined mass at a
large-R pt of ~ 500 GeV (3 TeV) and 2% (6%) for D; at a large-R jet pt of 300 GeV (3 TeV).

The main sources of background for the semileptonic VBS analysis are the V+jets and tt processes.
It is eliminated by making use of the signal event topology expected from Feynman diagrams. Further
eliminations of those backgrounds are achieved by using the BDT discriminant, and it is directly used as

an input of profile binned likelihood fits.

The leading pre-fit uncertainty is the modeling of the V+ jets process by the MC simulations having an
impact by more than 100% on the signal-strength value, and it is drastically decreased to 13% by the

simultaneous fit utilizing m;?g distributions as inputs of CRs.

An excess of the observed data over the expected background from the SM without EWVVjj processes
is observed with the observed (expected) significance of 2.7 (2.5) standard deviations. The measured
signal-strength is u‘é‘{{,wjj = 1.05f8:ié = 1.05 + O.ZO(stat.)fggi(syst.). The fiducial cross-section of
EWVVjj is measured to be Gg‘\j,{,o{}svjj =45.1+ 8.6(5tat.)ﬂi:2(syst.) fo~l.

Since the measurement of EWVVjj processes is consistent with the SM, the results are interpreted as
limits on coefficients of the dimension-8 EFT operators. Given limits on coefficients, fsy to fsy, fao to

fmyz, and fpo to fro are the most stringent to date.
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CHAPTER 9

Prospect for Future Measurement

The ATLAS detector has collected an integrated luminosity of 140 fb~! from 2015 to 2018 (Run2). The
LHC is scheduled to reboot in 2021 and lasts until 2023, and a possibility of one year extension is being
discussed. A corresponding integrated luminosity is pessimistically expected to be 300 fb~! until 2023,

400 fb~! with an extension year. There is an option to increase the center-of-mass energy to 14 TeV.

This chapter describes future prospects for the semileptonic VBS analysis. In order to assess expected
sensitivity with future accumulated datasets, Section 9.1 describes the results of simple luminosity pro-
jections and possible improvements in the analysis. When the EWVVjj processes are observed with the
semileptonic final states with adequate significance, for example 5 standard deviations, one of the most
fascinating observable is the boson polarization from the aspects of both the SM measurement and aQGC
search. A new methodology to identify the weak boson polarization with large-R jets are introduced in
Section 9.2.

9.1 Expected Sensitivity

The measurement performed in this thesis as shown in Section 6.1 is projected by scaling ratios of those
integrated luminosities. Figure 9.1 shows the expected sensitivities in expected integrated luminosities.

The center-of-mass energy is conservatively assumed to be 13 TeV.

The measurement performed in this thesis has an observed (expected) sensitivity of 2.7 (2.5) standard
deviations. With the full Run2 dataset which has already been collected, expected sensitivity increases
in 3.9 standard deviations. Furthermore, it reached to 4.8 and 5.1 standard deviations for the datasets
collected by the end of 2023 and 2024, respectively. Thus the measurement expected to be reached

around 5 standard deviations without any improvement except the luminosity increasing.

As mentioned in Section 6.9.6, the uncertainty in the measurement of the SM EWVVjj processes is al-
ready systematic dominant. Hence, adding to increasing in integrated luminosities, improvements on
sensitivity are possibly saturated by the systematic uncertainties. Majority of impacts on the signal-
strength come from statistics in the MC simulations, modeling of the V+ jets processes by the MC sim-
ulations, and experimental uncertainty in large-R jet. The MC statistics will increase in a factor of 4 for
the ongoing full Run2 analysis and it naively causes decreasing of its uncertainty in a factor of 2. For the
V+jets MC simulation, an improved version of SHERPA (SHERPA3) is expected to drastically eliminate
the mismodeling of m;.ig,
large-R jet uncertainty will decrease in half by systematic uncertainties estimated with in-situ way as

and it removes m;; reweighting and related systematic uncertainties at all. The
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9.2. POLARIZATION-SENSITIVE LARGE-R JETS OBSERVABLE
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Fig. 9.1: Expected sensitivities with (orange) and without (blue) systematic uncertainties at integrated
luminosities of 140,300, and 400 b~ are shown.

described in Section 5.1.3. By those improvements, the observation with 5 standard deviations in the full
Run2 dataset might be possible. In Run3 and awaiting the HL-LHC"), therefore, detailed inspections of

VBS processes become main topics.

9.2 Polarization-Sensitive Large-R jets Observable

As shown in Section 9.1, it is clear that the EWVVjj processes in the semileptonic final states will
have been discovered within several years, and it allows us to perform property measurements. The W
polarization state is essential information for understanding electroweak symmetry breaking with the
EWWVjj processes because the unitarity violation explained in Section 2.2 occurs only in the Vi Vi —
V1 V1 scattering. Also, the polarization of outgoing bosons separates types of EFT operators (Fs,Fp1, and
Fr) as shown in Figure 7.4. Furthermore, sensitivities on several new physics searches [171, 172] related

to the weak vector bosons can be improved by optimizations with polarization information.

The W boson polarization state has already measured in both hadronic and leptonic decay in 2017[173].
However, the measurements with large-R jet have never been performed. This section shows a construc-
tion of a polarization-sensitive variable, and its discriminant power is validated by measuring W boson
polarization in tt events with the 2016 dataset. The same samples listed in Section 6.2 are used in this
analysis.

YHL-LHC stands for High-Luminosity LHC which is the last run period for the LHC scheduled in between 2027 and 2040.
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9.2.1 Polarization-Sensitive Variables

Since the polarization is defined by its spin direction with respect to the particle momentum, a direction

of its decay product with spin is sensitive to the polarization.
The decay of W boson is represented as

1 d 3 3 3

(;dT(sre* =7 (1 — cos? 9*) fro + 3 (1 —cos 6*)2 frr + 3 (14 cos 6*)2 frg, 9.1
where 0* is an angle between the W boson momentum and its decay product of down-type fermion in
the W boson rest frame. fry, frg, and fry are fractions of longitudinal, right-handed, and left-handed,

respectively. It is assumed that fermions from a W boson decay are massless.

From Equation 9.1, cos 8* for longitudinally polarized W boson distributes as 1 — cos? 8%, cos 0* for
transversely polarized W boson distributes as (1 4 cos 8*)2. This 0* is the most fundamental quantities
in the leading order of Feynman diagram, therefore, it is the most straight forward observable for the

measurement of a polarization state of a W boson.

A Lorentz boosted W boson is reconstructed with the large-R jet that merges two jets originated from
decay products of W boson. The two jets are identified from a large-R jet by exclusive-kt algorithm. The
algorithm reclusters large-R jets with R = 1.0 kt algorithm, and the two subjets before the last merging
are assigned as two subjets from decay products. The exclusive kt algorithm employs kt clustering
because the clustering algorithm tends to reconstruct two balanced subjets, whereas the anti-k algorithm

tends to reconstruct two quite unbalanced subjets.

The last ambiguity to reconstruct cos 0* is which subjet is assigned as a down type quark. Several
quantities of subjet are tested (the number of tracks in subjet, pr of subjet, etc), and the c-tagging score
is turned out to be the most effective. The c-tagging is the same algorithm as b-tagging introduced
in Section 4.5.3 except the MV2 training with c-hadron jets as a signal. The b-hadron (light-flavor)
jet efficiency is 25% (5%) at c-hadron jet efficiency of 41%. Details on c-tagging are described in
Reference [174]. A subjet with the lower c-tagging score is likely a down-type quark in the W — cs
decay and completely random in the W — ud decay. Since the W decays cs and ud almost equally, the
algorithm works.

9.2.2 Template of cos 0* Distribution for Purely Polarized VW boson

A measurement of the fraction of polarization state of the W boson in tt events needs templates on
the assumptions of purely longitudinal, left-handed, and right-handed states. Pure polarization state
simulations are made by reweighting SM prediction of cos 0* distribution at particle-level. Figure 9.2
shows cos 0* distribution of tt events and its 3-components(frg, frg, and fr) fit. The reweighting factors
are calculated by the fraction (fry, frg, and fry). A comparison of each fraction between the analytic
NNLO calculation and fit results is shown in Table 9.1. The fit results agree with the NNLO calculation

well.
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Fig. 9.2: cos 0* distributions for tree-level quarks from W boson decay are shown. The black marker
shows the SM prediction by the POWHEG event generator. The black line is the best fit function obtained
by a 3-components(fro, frg, and frp) fit. The red, green, and blue makers represent cos 0* distributions
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after reweighting to each pure polarization state.

Table 9.1: Comparisons between the NNLO calculation and the fit result are shown.

fTo fT[_ fTR
NNLO calc.[175] 0.687(5) 0.311(5) 0.0017(1)
Fit result 0.699(3) 0.301(2) 0.0000(5)
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Figure 9.3 shows the cos 0* distribution after the detector simulation and the reconstruction chain to be
compared to the observed data. The distribution is smeared by both detector resolutions and reconstruc-
tion procedures, but there is still discriminant power among purely polarized templates.
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Fig. 9.3: The cos 0* distribution at the reconstruction level. tt events are shown in each case, a large-R
jet matched to W — qq (white), a large-R jet matched to t — Wb — qgb (deep blue), and others (light
blue).

9.2.3 Event Selection

To check whether the reconstructed cos 0* works for the observed data, tt events are utilized. The
tt — lvbqqb final state is selected to obtain W boson jets and enhance the purity of the tt process.

The single lepton triggers shown in Section 6.2.2 are also required in this study. Events are required
to have exactly one lepton with pr > 30 GeV, and events with extra leptons with pt > 20 GeV are
rejected. The electron is identified with the “tight” working point described in Section 4.3. One small-R
jet is required with py > 25 GeV with AR(small — R jet, lepton) < 1.5. A large-R jet that is used to
test cos 0* is required to be pr > 200 GeV within A¢(large — R jet,lepton) > 2.3. For the neutrino,
ERiss > 20 GeV and EX® + MY > 60 GeV are required. To veto a large-R jet which contains two
quarks from the W boson and one b—jet from the top-quark decay, the b-tagged small-R jet is required
to be outside of large-R jet (AR(b-jet, large—R jet) > 1.5). The schematic graph of the selected topology

is shown in Figure 9.4.
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Fig. 9.4: A schematic graph of a selected topology for tt events is shown. Three angular cuts, 1.:
AR(small—R jet, lepton) < 1.5,2.: Ad(large—R jet, lepton) > 2.3, and 3.: AR(b-jet, large—R jet) > 1.5
are applied.

Selected events are used for comparisons between the observed data and the MC simulations for large-R

jet mass and cos 0* distributions as shown in Figure 9.5.
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Fig. 9.5: Comparisons between data and MC simulated events for large-R jet mass (left) and cos 0*
(right) distributions. The discrepancy at the lower region most likely comes from multi-jets events.

In-situ calibration for large-R jet mass is not applied, so the peak of W jet mass for the observed data
is slightly shifted from the peak for the MC simulated events. Moreover, multi-jet events make some
discrepancies at lower masses. To obtain pure W jet events, the mass cut on 60 < m; < 100GeV
is applied. Large-R jets with higher |cos 0*| indicate that W decays with unbalance pr and having a
large decay angle between quarks. Then those invariant mass becomes small because of leaking jet
constituents from a given jet cone. Therefore, MC simulated events undershoot the observed data at high

| cos 0%
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9.2.4 Results

The obtained cos 0* distribution (Figure 9.5) for the observed data is fitted by templates for the assump-
tion of three purely polarized W bosons. A x? fit is performed, and Figure 9.6 shows the x? distribution.
The total fraction is fixed to unity (fro + frg + frp = 1). Any systematic uncertainties are considered
in this fit. The x? distribution is subtracted by the value of minimum, and the confidence intervals are
calculated based on x? probability with two degrees of freedom as shown in Figure 9.6. The result is

summarized in Table 9.2.
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Fig. 9.6: The x? distribution with respect to each template fraction for cos 8* distribution (left) and the
confidence interval for the measurement (right) are shown. Only statistical uncertainty is considered.

Table 9.2: A comparison of polarization fractions of the W boson between the SM prediction and ob-
served values is shown.

fT() fro fTR

Observed 0.70(5)  0.30(5) 0.00(7)
SM prediction  0.699(3) 0.301(2) 0.0000(5)

The observed longitudinal and transverse polarization fractions are compatible with the SM prediction. A
precision of longitudinal (left-handed) polarization fraction arise from statistical uncertainty is absolutely
5 (5)%, which is comparable to the one of leptonic final state 1.2 (1.2)%. This result is the first proof that
the reconstructed cos 8* works as a polarization discriminator for a large-R jet. This opens the window
of the weak boson polarization measurement at the high-energy regime including the semileptonic VBS,
i.e. measurements on the Run3 and succeeding HL-LHC become much meaningful, and those lead to
deeper understandings of the SM and more stringent tests of BSMs.
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APPENDIX A

Matrix Elements of W W™ scattering

The matrix elements for the W W™ scattering introduced in Section 2.2 are explicitly shown as

My = (er1-€2)(ez-esq)(t—u)

(

+(e3-€4) {(€1-k3)(e2-k4) — (€7 - ka)(€2 - k3)}

—(e2-k1) {(e1-k3)(esq-k3) — (€1 -€q)(e3-ka)}
)

My = (e1-e3)(ez-€eq)(s—u)
—4(e1 - e3){(e2 - k3)(eq - ka) + (
+ (€2 €4) {(e1-kz)(e3 - ka) — (€1 - ka)(e3 - k2)}
—(e1-k3) {(e3 - ka)(ez - ka)
)

—(e3- ki) {(e1-kq)(ea-kq) + (1 - €2)(eq - k2)} 1,
M; = (e1-e2)(e3-eq)+ (e1-€3)(e2-€s) —2(er-eq)(ez - €3),
My = (e1-€)(es- €4),
Ms = (e1-e3)(ez €s).

The notation follows as described in Section 2.2.
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APPENDIX B

BDT Input Modeling for Semileptonic VBS
Analysis

Distributions of all input variables used in the BDT training for each channel are shown in this section.
The distributions are applied nuisance parameters obtained from the global likelihood fit.

B.1 0-lepton channel
BDT input variable distributions for O-lepton channel are shown in Figure B.1,B.2, ,B.3 for the merged

high-purity regions, Figure B.4,B.5, ,B.6, for the merged low-purity regions, Figure B.7,B.8, B.9,B.10,

for the resolved regions. MC predictions are applied post-fit values of the nuisance parameters.

B.2 1-lepton channel

BDT input variable distributions for 1-lepton channel are shown in Figure B.11,B.12, for merged sig-
nal region, Figure B.13,B.14, for resovled signal region. MC predictions are applied post-fit values of

nuisance parameter.

B.3 2-lepton channel

BDT input variable distributions for 2-lepton channel are shown in Figure B.15,B.16, B.17,B.18 for
merged, B.19,B.20, Figure B.21,B.22, B.23 for resolved.
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Fig. B.1: Distributions of variables used in the BDT training in the merged high-purity region for the
0O-lepton channel applying post-fit uncertainties are shown.
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Fig. B.2: Distributions of variables used in the BDT training in the merged high-purity region for the
O-lepton channel applying post-fit uncertainties are shown.
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Fig. B.3: A distribution of variable used in the BDT training in the merged high-purity region for the
0-lepton channel applying post-fit uncertainties is shown.
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Fig. B.5: Distributions of variables used in the BDT training in the merged low-purity region for the
0O-lepton channel applying post-fit uncertainties are shown.
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Fig. B.6: A distribution of variable used in the BDT training in the merged low-purity region for the
0O-lepton channel applying post-fit uncertainties is shown.
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Fig. B.7: Distributions of variables used in the BDT training in the resolved region for the O-lepton
channel applying post-fit uncertainties are shown.
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Fig. B.8: Distributions of variables used in the BDT training in the resolved region for the 0-lepton
channel applying post-fit uncertainties are shown.
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Fig. B.9: Distributions of variables used in the BDT training in the resolved region for the O-lepton
channel applying post-fit uncertainties are shown.
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Fig. B.10: Distributions of variables used in the BDT training in the resolved region for the O-lepton
channel applying post-fit uncertainties are shown.)

171



B.3. 2-LEPTON CHANNEL

U L e o B e
% I I I I I+ Dat:!\ I %_) 10 I I I I I+ Daté I
O . . 5IWYVii (1=1.05) U] . . \EVWYVii (H=1.05)
o - - W +Hets o - - W +jets
S Vs=13TeV, 3551 el ke S s=13TeV, 355 fb k-
- 1-lep., Merged high-purity SR Z+jets = 1-lep., Merged low-purity SR Z+jets
~ " ~ 3 .
” Diboson »n 10 Diboson
] Uncertainty £ Uncertainty
(3] (]
> >
L L
co by e by by v g by ORI I T U W SN N U T T N W T O B
E 15 T T T T T T E 5 T e L
o E o —— » - o = . -
E 1 s Sy - - - A E 1r-e L - - - g A
g F — g g F T
0-5 PR L L il 1 T h 4 n 0-5 1 1 1 I I RN IR
1.5 T T T T. { T T T T { T T T T ; T T T T 1 5 T T T T. { T T T T { T T T T ; T T T T
s f ] s F ]
% l: | % 1: J
Z E ] g F ]
& 0.5 i M i M i i e e i e e s s s Bt 8 0. i M i W i i e e i A e s s s it
1000 2000 3000 4000 1000 2000 3000 4000
Myy; [GeV] myy; [GeV]
— LN B s B S B B B B S e B B S — L e B e e e e e L e o e ey o
-~ —e— Data ~ —e— Data
‘2 10° . - &IW\_/\{JJ' ®=105 | ‘2 . - \Ii’W\_/\:jj (1 = 1.05)
= 3 . W +jets = 3 W +jets
g [ (s=13TeV,3551b A g Vs =13 TeV, 3551 e ks
L I 1-lep., Merged high-purity SR Z+ets 1] 1-lep., Merged low-purity SR Z+ets
Diboson B Diboson
L 777 Uncertainty i 103 | 27 Uncertainty ]
= T T T T U RS T = T T T T T
E 1.5E E § 1.5E E
§ S S s : § L R = S ]
£ E DA R £ ET o 3
a 0-5%‘ i A E S SIS S AA a 0-5%‘ T i ) E S SIS S AA
- 1'5 T ; T T T { T T T ; T - 1.5 T ; T T T { T T T ; T
e E E ° E E
g I E s I E
2 o5t 1 2 o5t E
o ol mi i i I 1 | 1 I I | T <) ol mi i i I i | 1 I 1 | T
& -2 0 2 & -2 0 2
n n

Fig. B.11: Distributions of variables used in the BDT training in the merged region for the 1-lepton
channel applying post-fit uncertainties are shown.
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Fig. B.12: Distributions of variables used in the BDT training in the merged region for the 1-lepton
channel applying post-fit uncertainties are shown.
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Fig. B.13: Distributions of variables used in the BDT training in the resolved region for the 1-lepton
channel applying post-fit uncertainties are shown.
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Fig. B.14: Distributions of variables used in the BDT training in the resolved region for the 1-lepton
channel applying post-fit uncertainties are shown.
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Fig. B.15: Distributions of variables used in the BDT training in the merged high-purity region for the
2-lepton channel applying post-fit uncertainties are shown.
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Fig. B.16: Distributions of variables used in the BDT training in the merged high-purity region for the
2-lepton channel applying post-fit uncertainties are shown.
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Fig. B.17: Distributions of variables used in the BDT training in the merged low-purity region for the
2-lepton channel applying post-fit uncertainties are shown.
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Fig. B.19: Distributions of variables used in the BDT training in the resoveld region for the 2-lepton
channel applying post-fit uncertainties are shown.
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Fig. B.20: Distributions of variables used in the BDT training in the resoveld region for the 2-lepton
channel applying post-fit uncertainties are shown.
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Fig. B.21: Distributions of variables used in the BDT training in the resoveld region for the 2-lepton
channel applying post-fit uncertainties are shown.
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Fig. B.22: Distributions of variables used in the BDT training in the resoveld region for the 2-lepton
channel applying post-fit uncertainties are shown.
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Fig. B.23: A distribution of variable used in the BDT training in the resoveld region for the 2-lepton
channel applying post-fit uncertainties are shown.
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APPENDIX C

Understanding of BDT Input Correlation for
Semileptonic VBS Analysis

The correlations between BDT inputs are particularly important because the advantage of BDT against
cut-based analysis comes from exploiting the correlation between inputs. The linear correlation coeffi-
cients between input variables are shown in Figure C.1 and C.2, Figure C.3 and C.4, and Figure C.5 and
C.6, respectively. Most of the pairs of variables are weakly correlated. Significant correlations emerge
among pjT‘ , pjTZ, and Anj;, which come from a simple correlation between pr and 1. Also there are cor-
relations among ptTag’j‘ , pf?g’j 2, and jet width variables, which is because of a higher pr jet narrower than
that of lower pr jet.

Modeling of correlations are checked by comparing the observed data and MC predictions for the 0, 1,
and 2-lepton channels as shown in Figure C.8 and C.7, Figure C.10 and C.9, and Figure C.12 and C.11,
respectively. Most of the correlations for the observed data are fairly compatible with MC simulations.
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Fig. C.1: Linear correlation coefficients between input variables for signal EWVVjj events (left) and sum
of background events (right) at the O-lepton resolved SR. 100% (-100%) means completely correlated
(anti-correlated).
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Fig. C.2: Linear correlation coefficients between input variables for signal EWVVjj events (left) and sum
of background events (right) at the O-lepton resolved SR. 100% (-100%) means completely correlated
(anti-correlated).
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Fig. C.3: Linear correlation coefficients between input variables for signal EW VVjj events (left) and sum
of background events (right) at the 1-lepton resolved SR. 100% (-100%) means completely correlated
(anti-correlated).
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Fig. C.4: Linear correlation coefficients between input variables for signal EWVVjj events (left) and sum
of background events (right) at the 1-lepton resolved SR. 100% (-100%) means completely correlated
(anti-correlated).
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Fig. C.5: Linear correlation coefficients between input variables for signal EW VVjj events (left) and sum
of background events (right) at the 2-lepton resolved SR. 100% (-100%) means completely correlated
(anti-correlated).
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Fig. C.6: Linear correlation coefficients between input variables for signal EW VVjj events (left) and sum
of background events (right) at the 2-lepton resolved SR. 100% (-100%) means completely correlated
(anti-correlated).
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Fig. C.7: The correlations between BDT input variables for the O-lepton merged signal region are shown.
The magenta and black marker represent the MC prediction and observed data. The < X > represents
mean of the variable X distribution. Only statistical uncertainty in the mean is shown.
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shown. The magenta and black marker represent the MC prediction and observed data. The < X >
represents mean of the variable X distribution. Only statistical uncertainty in the mean is shown.
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Fig. C.9: The correlations between BDT input variables for the 1-lepton merged signal region are shown.
The magenta and black marker represent the MC prediction and observed data. The < X > represents
mean of the variable X distribution. Only statistical uncertainty in the mean is shown.
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Fig. C.10: The correlations between BDT input variables for the 1-lepton resolved signal region are
shown. The magenta and black marker represent the MC prediction and observed data. The < X >

represents mean of the variable X distribution. Only statistical uncertainty in the mean is shown.
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Fig. C.11: The correlations between BDT input variables for the 2-lepton merged signal region are
shown. The magenta and black marker represent the MC prediction and observed data. The < X >
represents mean of the variable X distribution. Only statistical uncertainty in the mean is shown.
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represents mean of the variable X distribution. Only statistical uncertainty in the mean is shown.
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APPENDIX D

Summary of Nuisance Parameters for Semileptonic
VBS Analysis

This appendix summarizes the nuisance parameters used in fitting for the semileptonic VBS analysis
as described in Section 6.8. Lists of normalization factors, shape systematic uncertainties are shown in
Table D.1, D.2, and D.3, respectively.

Table D.1: A summary of normalization factors is shown. Float in the Value column implies that the
normalization factor moves freely.

Nuisance Parameter Sample Category Value
norm_WLepMerged W+ jets merged Float
norm WLepResolved W+ jets resolved Float
norm_ZLepMerged Z +jets merged Float
norm_ZLepResolved Z +jets resolved Float
norm_ttbarLepMerged tt merged Float
norm_ttbarLepResolved tt resolved Float
SysVVNorm diboson = common in all regions  30%
SysStopNorm single top common in all regions  20%
SysWjetsNormOLepResolved  W+jets Olep,resolved 14%
SysWjetsNormOLepMerged W+ jets Olep,merged 8%

SysZjetsNormOLepResolved  Z+jets Olep,resolved 22%
SysZjetsNormOLepMerged Z +jets Olep,merged 42%

Table D.2: A summary of shape modeling systematics is shown.

Nuisance Parameter Sample Category Description

SysMODEL_Wjets_MadGraph W+jets VCR,SR  SHERPA v.s. MADGRAPHS5 aMC@NLO
SysMODEL_Z jets_MadGraph Z+jets VCR,SR  SHERPA v.s. MADGRAPHS5 aMC@NLO
SysMODEL_VV_PwPy Diboson SR SHERPA v.s. POWHEG+PYTHIAS
SysMODEL_ttbar_rad tt SR QCD-scale

SysMODEL_ttbar_Herwig tt SR POWHEG+PYTHIAS v.s. POWHEG+HERWIG
SysMODEL_ttbar_aMcAtNlo tt SR POWHEG v.s. MADGRAPHS5_aMC@NLO
SysINTERFERENCE_VBSvsQCDVV  signal SR Interference: Re(Mgw - Mfgco)
SysMJ_E1_EWK multijet  1-lepton  Twice of EWK scale factor

SysMJ_Mu_EWK multijet  1-lepton  Difference of electron id in MET reconstruction
SysMJ.MuMETstr multijet  1-lepton  Difference of muon isollation in MET reconstruction
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Table D.3: A qualitative summary of the systematic uncertainties included in this analysis is shown.

Source Description Nuisance Parameter
Trigger EL EFF Trigger_ TOTAL_1NPCOR_PLUS_UNCOR
Energy scale EG_SCALE_ALL
Energy resolution EG_RESOLUTION.ALL
Electrons .
ID efficiency SF EL_EFF_ID_TOTAL_INPCOR_PLUS_UNCOR
Isolation efficiency SF EL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR
Reconstruction efficiency SF EL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR
pr scale MUONS_SCALE
pr scale (charge dependent) MUON_SAGITTA_RHO
pr scale (charge dependent) MUON_SAGITTA_RESBIAS
pr resolution MS MUONS_MS
pr resolution ID MUONS_ID
Isolation efficiency SF MUON_ISO_SYS
Muons Isolation efficiency SF MUON_ISO_STAT
Muon reco & ID efficiency SF MUONS_EFF_STAT
Muon reco & ID efficiency SF MUONS_EFF_STAT_LOWPT
Muon reco & ID efficiency SF MUONS_EFF_SYST
Muon reco & ID efficiency SF MUONS_EFF_SYST_LOWPT
Track-to-vertex asociation efficiency SF MUON_TTVA_SYS
Track-to-vertex asociation efficiency SF MUON_TTVA_STAT
Trigger scale factor METTrigStat
Trigger scale factor METTrigTop
Soft term MET_SoftTrk_ResoPerp
Efmiss Soft term MET_SoftTrk_ResoPara
Soft term MET_SoftTrk_Scale
Trigger SF METTrigStat
Trigger SF METTrigTop

Small-R jets

JES globally reduced
JES globally reduced
JES globally reduced
JES globally reduced
JES globally reduced
JES globally reduced
JES globally reduced
JES globally reduced
JES globally reduced
JES globally reduced
JES globally reduced
JES globally reduced
JES globally reduced
JES globally reduced
JES globally reduced
JES globally reduced
JES globally reduced
JES globally reduced
JES globally reduced
JES globally reduced
Energy resolution

JET_BJES_Response

JET EffectiveNP_1
JET_EffectiveNP_2
JET_EffectiveNP_3
JET_EffectiveNP_4

JET EffectiveNP_5

JET EffectiveNP_6

JET EffectiveNP_7
JET_EffectiveNP_8restTerm
JET_EtaIntercalibration_Modelling
JET_EtaIntercalibration NonClosure
JET EtaIntercalibration_TotalStat
JET Flavor_Composition
JET_Flavor_Responce
JET_Pileup_OffsetMu
JET_Pileup_-OffsetNPV
JET_Pileup_PtTerm

JET Pileup_RhoTopology
JET_PunchThrough-MC15
JET_SingleParticle_HighPt
JET_JER_SINGLE_NP
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Table D.4: A qualitative summary of the systematic uncertainties included in this analysis is shown.

Large-R jets

pr scale and mass scale
P scale and mass scale
pr scale and mass scale
pr scale and mass scale

Déﬁ:” scale

DP=" scale
Dgﬁ:” scale
DEB:” scale
P resolution

D éﬁ =) resolution
Mass resolution

Jet_Comb_Modeling._Kin
Jet_Comb_Tracking.Kin
Jet_Comb_Baseling. Kin
Jet_Comb_TotalStat_Kin

Jet_Rtrk_Modeling. D2
Jet_Rtrk_Tracking. D2
Jet_Rtrk_Baseling.D2
Jet_Rtrk_TotalStat_ D2
FATJET_JER

FATJET_D2R

FATJET_JMR

Flavor tagging scale factors
Flavor tagging scale factors
Flavor tagging scale factors
Flavor tagging scale factors
Flavor tagging scale factors
Flavor tagging scale factors
Flavor tagging scale factors

FT_EFF_Eigen_LightO
FT_EFF_Eigen_Lightl
FT_EFF Eigen_Light2
FT_EFF_Eigen_Light3
FT_EFF_Eigen_Light4
FT_EFF_Eigen_BO

FT_EFF_Eigen._Bl

b-tagging Flavor tagging scale factors FT_EFF_Eigen_B2
Flavor tagging scale factors FT_EFF_Eigen_CO
Flavor tagging scale factors FT_EFF_Eigen_Cl
Flavor tagging scale factors FT_EFF_Eigen_C2
Flavor tagging scale factors FT_EFF_Eigen_C3
Flavor tagging scale factors FT_EFF_Eigen_extrapolation
Flavor tagging scale factors FT_EFF_Eigen_extrapolation_from_charm
Pileup reweighting PRW_DATASF
Luminosity LumiNP
Theory S@gnal S%gnal,PDF
Signal Signal ISR_FSR
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